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 2012-03-06 

Markus Meier 

Research Department, Swedish Meteorological 

and Hydrological Institute, Norrköping, Sweden 

 

           Dear Dr. Duplessy 

 

          Please find below the point-by-point listing of our response/action for each of the reviewers' 

comments/suggestions. We found the comments by the reviewers very helpful and tried to 

incorporate most of the suggested changes. 

 

          Best wishes 

          Markus Meier 

 

Reviewers' comments: 
 
Reviewer #1: 
 

Review of “Modeling the combined impact of changing climate and changing 

nutrient loads on the Baltic Sea environment in an ensemble of transient 

simulations for 1961-2099” by Meier et al. submitted to Climate Dynamics 

 

This long, well-written paper is easily followed. This gigantic paper uses 2 GCMs and 2 

greenhouse gas emission scenarios (A1B and A2) to force the Baltic Sea coupled 

physical-biogeochemical model for downscaled simulations. This study is very solid 

and thorough, also based on this team’s previous quality studies/papers. The approaches 

and procedures are proper and will set an example for regional downscaling 

simulations/projection to the community in many other similar regional domains such as 

the Great Lakes region and Arctic. The results are physical sound and the discussion of 

the application is cautious. 

 

This paper conducts a cutting-edge research, rather than recent very popular 

phenomenon which just simply use IPCC model runs to produce papers. This topic is 

timely for Climate Dynamics. Based on my careful review, I recommend the paper 

accepted for publication in Climate Dynamics with minor revision with considering the 

following suggestions to improve the presentation: 

 

Minors: 

 

1. Fig. 1, please label Proper in the map or in the caption, since I could not find 

where the proper stands for, although I eventually figured out. 

 

We added the sentence “The Baltic proper comprises Arkona Basin, Bornholm Basin 

and Gotland Basin” to figure caption no.1. 

 

2. P9-10, In addition to the detailed description, please list a table to clearly show 

authors' response to reviewers' comments
Click here to download authors' response to reviewers' comments: response_to_reviewers.docx 
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(summarize) the model run with forcings such as 

Scenario/forcing GCM Forcing SSH, Prec. Runoff 

A1B 

A2 

BAU 

… 

 

We added Table 3 summarizing all 16 scenario simulations and their weights. We have 

not added all details of the forcing and the boundary conditions because this would be 

too much repetition compared to the text and between the experiments. 

 

3. Figure 2=3. Why the coefs GF (r2 =0.1) and GR (r2 =0.01) are too small. From the 

plots, it should not that small. Please double check 

 

We checked the numbers and found that they are ok. 

 

4. L277 kd should be kd? The same to Sd? 

 

Corrected. Better is actually k(PAR) 

 

5. L285-298, there is recent paper by Hu and Wang (2010, JGR) that parameterizes 

the wind-wave mixing into ocean models/GCMs to allow the simulated surface 

mixed-layer depth comparable to the observed, in particular in summer. Thus, this 

paper should be cited here although this study takes another approach to resolve 

this same problem. 

 

RCO-SCOBI includes an expanded k-epsilon model which takes the wind wave mixing 

into account. We have added the sentence “with flux boundary conditions to include the 

effect of a turbulence enhanced layer due to breaking surface gravity waves and a 

parameterization for breaking internal waves (Meier 2001).” 

 

  

6. Figs 5, 6, 9,11,13, Please just use One, Visible, Same color bar for the whole 

panel or figure. 

 

We have replotted Figure 4 and 5 (earlier 6 and 7). In Figure 10 (earlier 11) the last 

column is skipped to increae the size of the figure. 

 

7. L378 and 446: Differing may be different 

 

Corrected 

 

8. L401, 438, 640: Note, … may be Note that… 

 

Corrected 

 

9. L418: We found largest… may be We found the largest… 

 

Corrected 

 

10. L424: lack may be lag 

 

Corrected 



 

11. L429: ice-albedo feedback (Meier et al. 2011b) should include a commonly used 

ice/ocean albedo study in the Arctic, so it should be ice/ocean-albedo feedback 

(Meier et al. 2011b; Wang et al. 2005). 

 

We have added the requested reference by Wang et al 2005 

 

12. Fig. 10, the figure should be larger for better vision 

 

Done 

 

13. Fig. 11, to better understand the figure without looking back to the caption several 

times, please label the cases on the top of each column and label the projected 

variables on the left side of each row such as 

BSAP CLEG REF BAU REF 

Summer O2 

Spring P 

Spring Sec. H 

Then, the color bars are labeled on the right side of each row. 

 

We have added header labels but not labels on the left side because otherwise we would 

have to decrease the size of the maps. 

 

14. L560: The Oder and Gdansk bays, delete “the”? 

 

Corrected. 

 

15. Section 3.3. I would like to see a table, like Table 3, to summarize the discussion 

of numbers; otherwise, readers cannot remember all these projected results, such 

as 

ECH Hadley 

REF 

BSAP 

CLEG 

BAU 

 

We have not added the requested table(s) because the results are illustrated by the 

depicted maps. Numbers in the text are only mentioned to guide the reader through the 

results shown in the figures. We think tables that list a large amount of numbers will not 

contribute to the understanding. In addition, the paper is already rather long. 

 

16. Fig. 12. The figure may be enlarged, and label increased T and no changed T on 

red and black line (top). The caption is too busy to follow. Just label all 4 line in 

just a panel to visually show each color line stand for. 

 

We have redrawn Figure 11 (earlier 12). Results of REF and BSAP are shown now by 

solid and dashed lines, respectively, and results of the scenario simulation and 

TAIRCLIM are shown by red and black lines, respectively. 

 

17. Fig. 13: see Comment 13. 

 

Header labels added (see above) 

 



18. L637 climatologically, delete “ly” 

 

Corrected. 

 

19. L642: Tab. Should be Table 

 

Corrected 

 

20. L653 delete “.” 

 

Corrected 

 

21. L698: before but, add “,” 

 

Corrected 

 

22. Section Summary and conclusions: The descriptions are fine, but readers cannot 

remember all these important results. To transfer the qualitative description (many 

figures) to quantitative numbers, I suggest to create several (2-3) tables, similar to 

Table 2 and 3, to quantitatively summarize the finding/results in each category 

physical, biogeochemical, …) in each table. This can significantly improve the 

presentation that makes reader remember the findings. 

 

See our comment above. 

 

Hu, H. and J. Wang, 2010. Modeling effects of tidal and wave mixing on circulation 

and thermohaline structures in the Bering Sea: Process studies, J. Geophys. Res., 115, 

C01006, doi:10.1029/2008JC005175. 

 

Wang, J., M. Ikeda, S. Zhang and R. Gerdes, 2005. Linking the northern hemisphere sea 

ice reduction trend and the quasi-decadal Arctic Sea Ice Oscillation. Climate Dyn., 24: 

115-130, DOI: 10.1007/s00382-004-0454-5 
 
 
 
 
 
Reviewer #2: This manuscript is presenting remarkable progress in an estimation of a future 
state of the Baltic Sea based on the state of art ocean physics-biogeochemistry model. The 
presented results are new and and highly important for large scientific community and 
certainly this manuscript merits for a publishing. The manuscript is clearly written and needs 
only a minor revision before publication. 
 
My only concern is that the uncertainties related to the biogeochemical model should 
specified much accurate than those are now identified. The authors provide a good discussion 
on uncertainties related on the emission scenarios and global climate model projections (lines 
644 - 676), but discussion on uncertainties of these particular model experiments (RCO-SCOBI) 
are superficial. I understand well that computing demands restricts that the authors can't 
conduct extensive numerical experiments to examine sensitivity of the projections to the 
model parameters, but the authors should at least provide more extensive discussion instead 
of stating "processes controlling nutrient fluxes between the bottom water and the sediments 
are poorly understood". Maybe, 1-D model experiments could be used for a quantifying 
sensitivity of the scenarios to those parameters. 



 
 
Minor comments : 
 
l245. Please, specify sentence "This exclude some abnormal years in the early 2000s". What 
was abnormal, mild winters, precipitation, wind ? 
 
We added “… years …with abnormal nutrient loads.” 
 
l314->. It seem that the model agreement to observed vertical profiles of temperature and 
salinity is better in the Southern Baltic, how much that is just due to the fact that the T/S 
structure is prescribed in the Kattegat ? Why you don't present any profiles at the Bay of 
Bothnia ? 
 
The Baltic Sea is an outflow regime and the lateral boundary conditions of temperature and 
salinity do not affect the results of the interior. An exception is the deep water salinity of the 
Kattegat which has an impact on salt water inflows. However past records do not show any 
variability of the deep water salinity. Hence, the study assumes that the properties of the 
Kattegat deep water will not change in future. We added “Following Meier (2006) and Meier et 
al 2011a, in all scenario simulations lateral boundary conditions in the northern Kattegat are 
unchanged assuming that especially Kattegat deep water properties will not change in future.” 
 
There are not so many profiles in the Bothnian Bay to calculate annual mean profiles. In 
addition, the focus of the study is on sub-basins that suffer from eutrophication, i.e. the Baltic 
proper and Gulf of Finland and Gulf of Riga. 
 
 
l733. These findings are not new, it would be better to quantify are project trends of this study 
consistent with the earlier studies, in particular for salinity projections.  
 
Ok. Conclusions are rephrased 
 
Figure 2. This figure is not really needed to depict.  
 
We agree. Figure 2 is removed. 
 
Figure 3. Has this figure been cited in text ? The bars in the right column propably indicate 
something (correlation coefficent ??) but in my printed version, there isn't any labels either in 
x or y-axis, are those really needed ? I also think it's not needed to present timeseries of each 
subbasin, the interannual variability and difference between the observed and reconstructed 
runoff's are rather similar on each subbasins.  
 
Figure 3 is cited. We removed all panels except for the Baltic proper (the most important 
basin) to illustrated the results of the statistical model. As the size is now larger the visibility 
should be improved. In addition, we added a new table (now Table 1) with squared correlation 
coefficients  for all sub-basins. 
 
Figure 4. This is very interesting figure, but it's too small for an detailed evaluotion. Perhaps it 
could be divided into two separete figures.  
 
We agree. We divided Figure 3 (earlier Figure 4) into three separate figures. 
 
Figure 8. Would it be possible to calculate and include as a time serie a mean temperature and 
salinity based on the observations ? 



 
This is impossible because there are not so many observations to calculate the volume 
averaged temperature and salinity during earlier decades. In addition, the comparison would 
be misleading. Observed weather is one realization of possible climate evolution in time. From 
the modeling we get the ensemble mean. Both curves need not to be identical. 
 
 
 
Reviewer #3: Review of Meier et al. "Modeling the combined impact of changing climate and 
changing nutrient loads on the Baltic Sea environment in an ensemble of transient simulations 
for 1961-2099". 
 
The work focuses on a very important scientific question, namely what effects of climate 
change will have in the Baltic Sea. The Baltic Sea is an inland sea which is exposed different 
environmental threats like eutrophication and pollutants. On top of that comes climate 
change, and consequently it is important to try to understand what the combined effects will 
be in the sea.  
 
The authors made a tremendous effort by coupling different models, e.g. biogeochemistry and 
physical models, and run different climate scenarios. They have tried to clear out different 
cause effects by running varying scenarios. The study is very relevant and urgently needed 
both the scientific academy and for decision makers, working with environmental policy. The 
paper reads well and is comprehensive. The work is scientifically sound. I think this approach is 
great and deserves to be published. However, I have some comments that need to be 
answered and clarified: 
 
An advantage and a problem with the models, e.g. the biogeochemistry model, is that it tries 
to cover most important processes, like phytoplankton growth, denitrification and 
remineralization. Important conclusions in the paper are drawn on changes in nutrient and 
phytoplankton concentrations in different basins of the Baltic Sea. From the information in the 
paper it was not possible to assess how accurate this model can simulate many different 
processes and how they work in different geographical areas of the Baltic Sea. Since the results 
to a large part are based on the outcome of the biogeochemistry model, I request the authors 
to comment on the accuracy of the model for simulating phytoplankton growth, nitrogen 
fixation, denitrification and remineralization as well as other important processes. 
 
We agree. However a quantitative evaluation of biogeochemical fluxes is almost impossible 
and out of the scope of the present study. Some results are available from other studies. For 
instance, fluxes into primary production were discussed by Meier et al. 2012 (manuscript 
submitted to Ambio). In Eilola et al. (2011) RCO-SCOBI was validated and compared with two 
other models. For instance, the mean seasonal cycles of nutrients were studied. Volume 
integrated concentrations of cyanobacteria were compared to satellite data by Eilola et al. 
(2009). The three biological algae groups of RCO-SCOBI were validated at a station in the 
north-western Baltic proper by Meier et al. (2011b). 
 
 
I find it odd, but not crucial for the study, to have a phytoplankton category "Flagellates". 
Flagellated phytoplankton show a wide range in diversity, which can have totally different 
function in the ecosystem. 
 
The three algae groups of SCOBI are described in detail by Eilola et al. (2009). In this paper we 
extended the sentence in Section 2.2 to clarify: “Here, phytoplankton consists of three algal 
groups representing diatoms, flagellates and others, and cyanobacteria (corresponding to 



large, small and nitrogen fixing cells).” Flagellate and others is group characterized by their 
growth rate and sinking velocity and does not consist only of flagellates. 
 
 
The results indicated that the Baltic in the future will turn phosphorus limited, while 
cyanobacterial blooms will increase during the summer. Both N and P will increase, but their 
ratio indicate that P will become limiting during the summer. To me this indicate that other 
phytoplankton than cyanobacteria would become dominating, e.g. diatoms. Please elaborate 
on this. 
 
Indeed, our experiments suggest that flagellates and others will increase because of their 
larger temperature dependency of the growth rate compared to diatoms. We wrote in Section 
3.3.1: “In particular during spring the concentrations of flagellates and others increase in the 
eastern Baltic proper, Gulf of Riga and Gulf of Finland. During summer and autumn the 
concentrations of cyanobacteria increase in the southern Baltic proper in all climate 
projections.” Both groups flagellates and others and cyanobacteria will grow because of the 
warmer water. In addition, cyanobacteria will have the advantage to fix dinitrogen. As the 
biological part of the model is with three functional groups relatively simple we beleave it is 
not good to elaborate on these results too much. 
 
 
It was assumed that yellow substances will not increase in the future. This is probably not true 
at salinities below 2-3 PSU, because the colored dissolved organic material shows large 
increase in this region. Consequently, if the salinity decreases in the Gulfs and in coastal zones, 
the yellow substances will increase, affecting light climate for phytoplankton. This may be 
considered in the model runs, please comment. 
 
Very good comment. We have revised the corresponding paragraph about Secchi depth in 
Section 2.8 and added another paragraph discussing our assumptions: 
 
“Further, Secchi depth (S$_d$) is calculated from S$_d$ = 1.7/k(PAR), where k(PAR) is the 
coefficient of underwater attenuation of the photosynthetically available radiation 
\citep{kratzeretal03}. Factors controlling light attenuation in the Baltic Sea model are the 
concentrations of phytoplankton and detritus. Thereby, the total phytoplankton concentration 
is the sum of the three algal groups represented in SCOBI (Section \ref{sec:scobi}). In the 
scenario simulations changes of the Secchi depth are given by changing phytoplankton and 
detritus concentrations. 
 
For the calculation of Secchi depth it is assumed that yellow substances (or colored dissolved 
organic material, CDOM) are constant in time and will not increase in future. This assumption 
is probably not true because available observations indicate that in regions with salinities 
below 2-3 g kg$^{-1}$ concentrations of CDOM are considerably larger than in other regions 
with higher salinities. Hence, it might be that decreasing salinities in future will cause 
increasing concentrations of yellow substances in the gulfs and in coastal zones affecting light 
climate for phytoplankton. Thus, there might be a non-linear impact of increasing yellow 
substances and changing phytoplankton and detritus concentrations on Secchi depth. As 
details of processes and future trends are unknown, the impact of possible changes of yellow 
substances is not considered in our scenario simulations.” 
 
Evaporation in the catchment areas will probably increase with higher temperature in the 
future. Potentially this would reduce run-off effects to the sea. In study it was assumed that 
the ratio between precipitation and run-off minus evaporation should be the same in the 
future as it is today.  



Raws: 221-222. "It is assumed that the statistical relationship between runoff and precipitation 
minus evaporation does not change in time".  
Temperature increase might enhance evaporation, has this been considered in the model? 
 
Only the statistical relationship between net precipitation (precipitation minus evaporation) 
and runoff is assumed to be constant. Both evaporation and precipitation may change 
according to the results of the regional atmosphere model. 
 
I think the paper could be published after revision. It will be a significant contribution to the 
research field. 

  

Thank you for the constructive comments. In addition we have improved the language. 
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42671 Västra Frölunda, Sweden

Dr. Bo Gustafsson

Stockholm Resilience Centre / Baltic Nest Institute

Stockholm University

10691 Stockholm, Sweden

Dr. Anders Höglund

Swedish Meteorological and Hydrological Institute

Department of Research and Development

60176 Norrköping, Sweden
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Abstract The combined future impacts of climate change and industrial and10

agricultural practices in the Baltic Sea catchment on the Baltic Sea ecosystem11

were assessed. For this purpose 16 transient simulations for 1961-2099 using12

a coupled physical-biogeochemical model of the Baltic Sea were performed.13

Four climate scenarios were combined with four nutrient load scenarios rang-14

ing from a pessimistic business-as-usual to a more optimistic case following15

the Baltic Sea Action Plan (BSAP). Annual and seasonal mean changes of cli-16

mate parameters and ecological quality indicators describing the environmen-17

tal status of the Baltic Sea like bottom oxygen, nutrient and phytoplankton18

concentrations and Secchi depths were studied. Assuming present-day nutri-19

ent concentrations in the rivers, nutrient loads from land increase during the20

21st century in all investigated scenario simulations due to increased volume21

flows caused by increased net precipitation in the Baltic catchment area. In22

addition, remineralization rates increase due to increased water temperatures23

causing enhanced nutrient flows from the sediments. Cause-and-effect studies24

suggest that both processes may play an important role for the biogeochem-25

istry of eutrophicated seas in future climate partly counteracting nutrient load26

reduction efforts like the BSAP.27

Keywords Numerical modeling · Baltic Sea · climate change · scenarios ·28

marine ecosystems · eutrophication · Baltic Sea Action Plan29

Swedish Meteorological and Hydrological Institute

Department of Research and Development

60176 Norrköping, Sweden



4

1 Introduction30

For the Baltic Sea (Fig.1) regional climate modeling results suggest that global31

warming may cause increased water temperatures and reduced sea ice cover32

combined (eventually) with reduced salinity due to increased wind speeds and33

increased river runoff (e.g. BACC author team (2008), Meier et al (2006)). The34

projected hydrographic changes could therefore have significant impacts on the35

marine ecosystem. To estimate these effects and to calculate the impact of nu-36

trient load reductions in future climate an ensemble of model simulations for37

the period 1961-2099 were carried out. Ensemble simulations are necessary to38

estimate uncertainties of projections (e.g. Christensen and Christensen (2007),39

Christensen et al (2007), Kjellström et al (2011), Nikulin et al (2011), Räisänen40

et al (2004)). Uncertainties are caused by biases of global and regional climate41

models and by unknown socio-economic future developments with impact on42

greenhouse gas emissions, nutrient loads from land and atmospheric deposi-43

tion.44

For the marine environment of regional seas only a few studies on uncer-45

tainties of future projections are available (e.g. Neumann (2011), Meier et al46

(2011b)). For instance, Neumann (2011) studied the results of two transient47

simulations with a coupled physical-biogeochemical model driven by regional-48

izations of one General Circulation Model (GCM) forced with two greenhouse49

gas emission scenarios (A1B and B1, see Nakićenović et al (2000)). He found50

that at the end of the century the oxygen conditions in the deep water of51

the Baltic Sea will sligthly improve. Due to increasing water temperatures the52
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Fig. 1 Bottom topography of the Baltic Sea. The domain of the Rossby Centre Ocean model

(RCO) is limited with open boundaries in the northern Kattegat (black line). In addition,

the monitoring stations at Bornholm Deep (BY5), Gotland Deep (BY15), Landsort Deep

(BY31), and in the Gulf of Finland (LL07) are depicted. The Baltic proper comprises Arkona

Basin, Bornholm Basin and Gotland Basin.

spring bloom in the northern Baltic Sea will start earlier and the cyanobacte-53

ria season will be prolonged. However, both the total phytoplankton biomass54

and nitrogen fixation do not change significantly.55
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Meier et al (2011b) performed 16 scenario simulations based upon the delta56

approach assuming that only the mean seasonal cycle of the atmospheric and57

hydrological cycles will change. They studied four projections of future cli-58

mate (two GCMs and two greenhouse gas emission scenarios, A2 and B2)59

combined with four socio-economic scenarios affecting nutrient loads. Meier60

et al (2011b) concluded that the uncertainties caused by the driving GCMs61

are considerable. Depending on the chosen driving GCM, wind induced mix-62

ing and, consequently, bottom oxygen concentrations will change even if river63

nutrient concentrations are assumed to be unchanged. In all studied scenario64

simulations phytoplankton concentrations in the southwestern Baltic increase65

in future climate. However, the model response in the northern Gotland Basin66

differs considerably.67

In this study we further investigate uncertainties in projections of the Baltic68

environment from the statistics of an ensemble of 16 transient simulations in-69

cluding also differing nutrient load scenarios. Regionalized data by Meier et al70

(2011c) from four scenario simulations driven by two GCMs and two green-71

house gas emission scenarios (A1B and A2, see Nakićenović et al (2000)) are72

used to force a state-of-the-art coupled physical-biogeochemical model of the73

Baltic Sea (Meier et al (2003), Eilola et al (2009)). These four climate sce-74

narios are combined with four nutrient load scenarios suggested by HELCOM75

(2007): a reference scenario assuming present-day nutrient concentrations in76

the rivers, a pessimistic business-as-usual scenario assuming an exponential77

growth in agriculture in all Baltic Sea countries, a scenario of riverine nutrient78
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loads and atmospheric deposition according to current legislations and a more79

optimistic case following the Baltic Sea Action Plan (BSAP) (Gustafsson et al80

2011).81

In this study the approach by Meier et al (2011b) is further refined by82

taking new, high-resolution model versions and time-dependent (transient)83

scenario simulations for the 21st century into account. No assumptions on84

changes of the variability and no restriction on selected time slices in present85

and future climates (like in the delta approach) were made. Compared to Meier86

et al (2011b) the horizontal and vertical resolutions are considerably increased.87

The paper is organized as follows: In the next section the method of the dy-88

namical downscaling approach and the involved models are briefly introduced.89

In the third section results of annual or seasonal mean changes of selected90

ecological quality indicators are presented and discussed. The results of cause-91

and-effect studies identifiy the dominating drivers of the simulated changes.92

Finally, some conclusions of the study are highlighted.93

2 Methods94

2.1 Physical model95

We have used the three-dimensional circulation model RCO, the Rossby Cen-96

tre Ocean model. RCO is a Bryan-Cox-Semtner primitive equation circulation97

model with a free surface and open boundary conditions in the northern Kat-98

tegat, see Figure 1 (Webb et al (1997), Killworth et al (1991)). It is coupled99
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to a Hibler-type sea ice model with elastic-viscous-plastic rheology (Hunke100

and Dukowicz 1997)). Subgrid-scale vertical mixing is parameterized using a101

turbulence closure scheme of the k-ε type (Rodi 1980) with flux boundary102

conditions to include the effect of a turbulence enhanced layer due to break-103

ing surface gravity waves and a parameterization for breaking internal waves104

(Meier 2001). In the present study, RCO was used with a horizontal resolution105

of 3.7 km (2 nautical miles) and with 83 vertical levels with layer thicknesses106

of 3 m. A flux-corrected, monotonicity preserving transport (FCT) scheme is107

embedded (Gerdes et al 1991) and no explicit horizontal diffusion is applied.108

For further details of the RCO model the reader is refered to Meier (2001),109

Meier et al (2003) and Meier (2007).110

2.2 Biogeochemical model111

The Swedish Coastal and Ocean Biogeochemical model (SCOBI, e.g. Eilola112

et al (2009)) is coupled to the physical model RCO. SCOBI describes the113

dynamics of nitrate, ammonium, phosphate, phytoplankton, zooplankton, de-114

tritus, and oxygen. Here, phytoplankton consists of three algal groups rep-115

resenting diatoms, flagellates and others, and cyanobacteria (corresponding116

to large, small and nitrogen fixing cells). Besides the possibility to assimi-117

late inorganic nutrients the modelled cyanobacteria also has the ability to fix118

molecular nitrogen which may constitute an external nitrogen source for the119

model system. The sediment contains nutrients in the form of benthic nitrogen120

and benthic phosphorus including aggregated process descriptions for oxygen121
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dependent nutrient regeneration, denitrification and adsorption of ammonium122

to sediment particles, as well as permanent burial of organic matter. With123

the help of a simplified wave model the combined effect of waves and current124

induced shear stress is considered to calculate resuspension of organic matter125

(Almroth-Rosell et al 2011). For further details of the SCOBI model the reader126

is refered to Marmefelt et al (1999), Eilola et al (2009), Almroth-Rosell et al127

(2011) and Eilola et al (2011).128

2.3 Regional climate data sets129

Four climate change scenario simulations have been performed. The forcing130

was calculated applying a dynamical downscaling approach using the regional131

climate model RCAO (Rossby Centre Atmosphere Ocean model, see Döscher132

et al (2002)) with lateral boundary data from two GCMs. The two GCMs133

used were HadCM3 from the Hadley Centre in the U.K. (Gordon et al 2000)134

and ECHAM5/MPI-OM from the Max Planck Institute for Meteorology in135

Germany (Roeckner et al (2006), Jungclaus et al (2006)), henceforth short136

ECHAM5. HadCM3 and ECHAM5 simulations were forced with one (A1B) or137

two (A1B and A2) greenhouse gas emission scenarios, respectively. In addition,138

for our scenario simulations two realizations of ECHAM5 forced with the emis-139

sion scenario A1B, denoted with -r1 and -r3 (ECHAM5-r1-A1B and ECHAM5-140

r3-A1B), with differing initial conditions in the year 2000 were used. (The Max141

Planck Institute performed also a third realization, ECHAM5-r2-A1B, which142

is not used here, see Kjellström et al (2011).) Thus, the atmospheric forcing143
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for RCO-SCOBI is calculated from RCAO-HadCM3-A1B, RCAO-ECHAM5-144

r3-A1B, RCAO-ECHAM5-r1-A1B and RCAO-ECHAM5-r1-A2.145

Future projections refer to a period at the end of this century (2070-2099).146

Annual and seasonal mean changes were calculated from the differences be-147

tween the periods 2070-2099 and 1978-2007. For further details of the down-148

scaling method and the quality of the atmospheric forcing fields the reader is149

refered to Meier et al (2011c). In contrast to earlier studies by Meier (2006)150

and Meier et al (2011b) no bias correction of the atmospheric forcing was ap-151

plied. An exception is the wind speed in 10m height. Following Höglund et al152

(2009), the wind speed is modified using simulated gustiness to improve wind153

speed extremes (Meier et al 2011c).154

2.4 SSH at the open boundaries155

Following Gustafsson and Andersson (2001), sea surface height (SSH) in Kat-156

tegat is estimated from the daily averaged meridional atmospheric pressure157

gradient difference ∆P between two grid points located in the Netherlands158

and Norway. Thus, ∆Pn and ∆Pn+1 are defined as the meridional pressure159

gradients at day n and day n+ 1, respectively. The SSH η at day n is calcu-160

lated from161

η(n) = α∆P (n) + β∆P (n− 1) . (1)
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The coefficients α and β are computed using a simple optimisation method162

in order to get the best possible fit to sea level observations in Smögen located163

at the Swedish west coast close to the open boundary of the model domain in164

Kattegat. For the optimisation procedure atmospheric pressure data from the165

Rossby Centre Atmosphere model (RCA, Samuelsson et al (2011)) driven with166

ERA40 re-analysis data (Uppala et al 1989) at the lateral boundaries are used.167

This approach provides a good correlation of calculated and observed SSHs,168

but the calculated standard deviations are too small compared to observations.169

The probability density function reveals that positive extremes of SSH are170

underestimated (not shown). These extremes are essential for salt water inflows171

into the Baltic Sea.172

If the calculated SSH is used as forcing for the Baltic Sea model, the overall173

salinity of the Baltic Sea will decrease unrealistically. We suspect that this174

shortcoming of the estimated SSH is related to underestimated atmospheric175

depressions in RCA causing an underestimation of the meridional pressure176

gradient variability.177

In order to overcome this problem, estimated SSH data are bias corrected178

using statistical information from the observations. ηsim(n) and ηobs(n) are179

discrete values of simulated and observed SSH for a given period of time con-180

taining N time steps (1 ≤ n ≤ N). Further, O(ηsim(n)) and O(ηobs(n)) are181

defined as sorted discrete functions applied to ηsim(n) and ηobs(n), respec-182

tively. A third function F is defined by the relation183
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O(ηobs(n)) = F [O(ηsim(n))] . (2)

F is calculated from the relation of O(ηsim(n)) and O(ηobs(n)) using a polyno-184

mial function as approximation. We chose a 3rd order polynomial function with185

coefficients estimated from a simple optimisation method. The bias corrected186

ηsim(n) is given as187

ηsim−corr(n) = F [ηsim(n)] . (3)

The variability of ηsim−corr(n) is much closer to that of ηobs(n) and the cor-188

relation between estimated and observed SSH is slightly larger. Using ηsim−corr(n)189

instead of ηsim(n) as forcing at the lateral boundary in Kattegat improves the190

simulated Baltic Sea salinity during present climate. The agreement between191

the probability density functions of the reconstructed and corrected SSH and192

the observations is very good (not shown).193

In the transient simulations we applied the correction both in past and194

future climates assuming that the statistical relationship will not change with195

time.196

2.5 Runoff197

Runoff is calculated with a statistical method which is applied to estimate198

river flows from the net water budget (precipitation minus evaporation) over199
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the Baltic drainage area as simulated with RCAO because for our experiments200

results from a hydrological model were not available.201

The net water budget in RCA is realistically simulated (Lind and Kjell-202

ström (2009), Kjellström and Lind (2009)). For the scenario simulations only203

the variability of annual mean runoff anomalies is calculated. We do not con-204

sider changes of the seasonal cycle of the runoff because their impact on the205

large-scale salinity distribution in the Baltic Sea is small (Meier and Kauker206

2003).207

Our method assumes that the annual mean runoff from a given drainage208

area p during the year n is correlated with the net water budget anomaly (in209

%) over this given water area during the given year and the one before:210

Rp,n = bpBp,n−1 + apBp,n (4)

in which Rp,n is the runoff for the year n and for the drainage area p. Bp,n211

is the net water budget (precipitation minus evaporation) anomaly for year212

n and area p. Finally, bp and ap are two coefficients. Five different drainage213

areas are considered, i.e. the drainage areas of the Bothnian Bay, Bothnian Sea,214

Gulf of Finland, Baltic proper and Kattegat (Fig. 1). The statistical model is215

constrained for present climate when reliable observations of the annual mean216

runoff anomaly are available (Bergström and Carlsson 1994). bp and ap are217

determined using an optimisation method during 1980-2006.218

During 1960-1979 the statistical model is validated when both runoff ob-219

servations and simulation results from RCA driven by ERA40 are available.220
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Figure 2 shows the results of the statistical model for 1960-2006 for the Baltic221

proper. The results are satisfactory except for the Gulf of Finland and the222

Gulf of Riga (Table 1). The annual variability is fairly well reproduced for the223

entire Baltic Sea although it is obvious that the standard deviation of the re-224

constructed runoff is smaller than the standard deviation of the observations225

(not shown).226

Fig. 2 Interannual variability of observed (solid line) and reconstructed (dashed line) annual

mean runoff (in m3 s−1) in the Baltic proper.

Table 1 Squared correlation coefficients between simulated and observed runoff for 1962-

2006 in different sub-basins (BB: Bothnian Bay; BS: Bothnian Sea; GF: Gulf of Finland;

GR: Gulf of Riga; BP: Baltic proper; Total: Baltic Sea with Kattegat).

BB BS GF GR BP Total

r2 0.44 0.36 0.10 0.01 0.40 0.40

It is assumed that the statistical relationship between runoff and precipi-227

tation minus evaporation does not change in time.228
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2.6 Nutrient loads scenarios229

Nutrient loads from rivers are calculated from the product of the nutrient con-230

centration and the volume flow (Section 2.5) following St̊alnacke et al (1999),231

see Eilola et al (2009) and Meier et al (2011b). Thus, it is assumed that the232

nutrient reservoir on land will be large enough to provide increased nutrient233

loads during the integration period if the volume flows increase. Four scenarios234

are considered:235

– REFerence (REF): current nutrient concentrations in rivers and current236

atmospheric deposition (see Eilola et al (2009)),237

– Current LEGislation (CLEG): riverine nutrient concentrations according238

to legislation on sewage water treatment (EU wastewater directive) and239

25% reduction of atmospheric nitrogen,240

– Baltic Sea Action Plan (BSAP): reduced riverine nutrient concentrations241

following HELCOM (2007) and 50% reduced atmospheric deposition,242

– Business-As-Usual (BAU): business-as-usual for nutrient concentrations in243

rivers assuming an exponential growth of agriculture in all Baltic Sea coun-244

tries following HELCOM (2007) and current atmospheric deposition.245

A summary of the assumptions behind these nutrient load scenarios can be246

found in HELCOM (2007) based upon Wulff et al (2007) and Humborg et al247

(2007), while a comprehensive description of the calculation of the actual load248

changes is given in Gustafsson et al (2011).249
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The averaging period for the reference river load concentration is 1995 -250

2002. This excludes some years in the early 2000s with abnormal nutrient251

loads. Load changes are applied on the total loads (not only on bioavailable252

fractions). Table 2 shows the nutrient concentration changes beyond the year253

2020 for the different scenarios calculated by Gustafsson et al (2011).254

Table 2 Scenarios of nutrient concentration changes in the rivers in % per sub-basin

following Gustafsson et al (2011). Coastal point sources are included in these concentration

changes. The changes refer to differences of concentrations for nitrogen (N) and phosphorus

(P) beyond 2020 and prior to 2007. (KA: Kattegat; DS: Danish Straits; BP: Baltic proper;

BS: Bothnian Sea; BB: Bothnian Bay; GR: Gulf of Riga; GF: Gulf of Finland).

KA DS BP BS BB GR GF Sum

BSAP N -30.0 -32.7 -25.6 0.0 0.0 0.0 -5.6 -17.5

BSAP P 0.0 0.0 -56.9 0.0 0.0 -17.9 -23.0 -35.1

CLEG N -0.1 -0.3 -4.4 0.0 0.0 0.0 -5.3 -2.9

CLEG P 0.0 0.0 -20.1 0.0 0.0 -15.3 -15.1 -14.7

BAU N 0.0 0.0 62.6 0.0 0.0 62.6 62.6 44.1

BAU P 0.0 0.0 46.1 0.0 0.0 46.1 46.1 37.0

For the transient scenario simulations the future nutrient input into the255

Baltic Sea is represented by piecewise linear ramp functions. We run RCO-256

SCOBI until the end of 2007, ramp to the end of 2020 and then use constant257

nutrient concentrations in the rivers according to BSAP, CLEG and BAU258

(for REF the nutrient concentrations are constant with time). Coastal point259

sources are lumped into the river loads. The same functional form is used for260

the atmospheric deposition of nutrients.261
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These socio-economic scenarios are combined with the four climate scenar-262

ios described in Section 2.3. The 16 transient simulations are summarized in263

Table 3. Following Meier (2006) and Meier et al (2011b), in all scenario sim-264

ulations lateral boundary conditions in the northern Kattegat are unchanged265

assuming that especially Kattegat deep water properties will not change in266

future.267

Table 3 Weights used to calculate the ensemble mean from 16 transient simulations for

1961-2099. The abbreviations are explained in the text.

Climate versus nutrient scenarios BSAP CLEG REF BAU

HadCM3-A1B 1/2 1/2 1/2 1/2

ECHAM5-r3-A1B 1/6 1/6 1/6 1/6

ECHAM5-r1-A1B 1/6 1/6 1/6 1/6

ECHAM5-r1-A2 1/6 1/6 1/6 1/6

2.7 Cause-and-effect studies268

In addition to scenario simulations, we performed cause-and-effect studies with269

climatological mean seasonal cycles for air temperature and specific humidity270

fields or with climatological mean river discharges after year 2007. Thus, in the271

first set of experiments (henceforth TAIRCLIM) water temperatures do not272

increase during the 21st century compared to the reference period 1969-1998.273

In the second set of experiments (henceforth RUNOFFCLIM) salinities do274

not decrease and nutrient transports from land only alter with changing nutri-275
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ent concentrations depending on the applied socio-economic scenario because276

annual mean volume flows do not change with time.277

2.8 Analysis strategy278

We focus on annual and seasonal mean changes of selected climate parameters279

and ecological quality indicators describing changes of the atmospheric and280

hydrological forcing and changes of the physical and environmental status281

of the Baltic Sea like air temperature, maximum estimated gust wind, river282

discharge, nutrient loads from land to the sea, water temperature, salinity, and283

oxygen, phosphate, nitrate and phytoplankton concentrations.284

Further, Secchi depth (Sd) is calculated from Sd = 1.7/k(PAR), where285

k(PAR) is the coefficient of underwater attenuation of the photosynthetically286

available radiation (Kratzer et al 2003). Factors controlling light attenuation287

in the Baltic Sea model are the concentrations of phytoplankton and detri-288

tus. Thereby, the total phytoplankton concentration is the sum of the three289

algal groups represented in SCOBI (Section 2.2). In the scenario simulations290

changes of the Secchi depth are given by changing phytoplankton and detritus291

concentrations.292

For the calculation of Secchi depth it is assumed that yellow substances293

(or colored dissolved organic material, CDOM) are constant in time and will294

not increase in future. This assumption is probably not true because available295

observations indicate that in regions with salinities below 2-3 g kg−1 concen-296

trations of CDOM are considerably larger than in other regions with higher297
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salinities. Hence, it might be that decreasing salinities in future will cause in-298

creasing concentrations of yellow substances in the gulfs and in coastal zones299

affecting light climate for phytoplankton. Thus, there might be a non-linear300

impact of increasing yellow substances and changing phytoplankton and detri-301

tus concentrations on Secchi depth. As details of processes and future trends302

are unknown, the impact of possible changes of yellow substances is not con-303

sidered in our scenario simulations.304

As wind speed extremes in regional climate models like RCAO are usually305

underestimated, a modification of the 10 m wind is applied to guarantee cor-306

rectly simulated wind induced mixing in the ocean (Meier et al 2011c). Follow-307

ing Meier et al (2011c) both the maximum 10 m wind speed and the maximum308

estimated gust wind are used to calculate wind speed extremes. In RCAO the309

maximum 10 m wind speed is calculated following the Monin-Obukhov simi-310

larity theory (Monin and Obukhov 1954) and is interpolated from the lowest311

atmospheric level (90 m) down to 10 m. The maximum estimated gust wind312

is calculated from the turbulent kinetic energy equation following Brasseur313

(2001). In RCAO the gust winds can propagate down to the surface from all314

boundary layer levels if the mixing is strong enough. For both parameters the315

absolute maximum over the output interval of three hours is stored while the316

internal time step is 15 minutes for 25 km resolution (Samuelsson et al 2011).317

In general, the estimated gust wind is larger than the maximum 10 m wind318

speed. Thus, in this study we focus on the analyis of changes of the mean319

maximum estimated gust wind.320
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To analyse the response of ocean parameters we calculated ensemble mean321

fields from the four climate projections. As our ensemble consists of one322

HadCM3 and three ECHAM5 driven simulations, we weighted the ensemble323

members such that both GCMs are equally represented within the ensemble324

mean (Table 3). As we have only four ensemble members, the ensemble spread325

is illustrated by the difference between the maximum and minimum values326

of the four simulations. As the ensemble is too small, the calculation of the327

standard deviation would not be a good measure to characterize the spread.328

3 Results329

3.1 Evaluation of the control climate330

The quality of the atmospheric forcing was assessed by Meier et al (2011c).331

Meier et al (2011a) compared results of the climate simulations during the332

control period with hindcast simulations forced with regionalized ERA40 data333

(Samuelsson et al 2011). Here, we focus on ocean modeling results of the four334

transient simulations at selected monitoring stations in the Baltic proper and335

Gulf of Finland (Fig. 1). Figure 3 shows simulated and observed mean vertical336

profiles of water temperature, salinity, oxygen, phosphate, and nitrate con-337

centrations at Bornholm Deep (BY5), Gotland Deep (BY15), Landsort Deep338

(BY31) and in the western Gulf of Finland (LL07). For the control period 1978-339

2007 the agreement between model results and observations is satisfactory. In340

ECHAM5 driven simulations the resulting mean vertical profiles of salinity,341
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oxygen, phosphate and nitrate are close to observations. Most of the biases342

are within the range of natural variability of the observations. The quality of343

the HadCM3 driven simulation is worse although mean vertical temperature344

profiles are slightly better reproduced in the HadCM3 driven simulation than345

in ECHAM5 driven simulations because of a warm bias in ECHAM5 over the346

Baltic Sea (Meier et al 2011c).347

3.2 Climate scenarios348

3.2.1 Atmospheric variables349

Table 4 summarizes the mean temperature and precipitation changes of RCAO350

over the Baltic Sea region. The largest increase of the 2 m air temperature351

is found in the northern Baltic Sea in particular during winter and spring352

(Fig. 4). Within the ensemble the largest increase occurs in the HadCM3353

driven simulation with the A1B greenhouse gas emission scenario and not in354

the ECHAM5 driven simulation with the A2 emission scenario (not shown).355

Meier et al (2011c) showed that a warm bias of the control climate (1969-356

1998) in ECHAM5 driven simulations reduces the ice-albedo feedback. Hence,357

the climate change signal is smaller compared to the HadCM3 driven simula-358

tion. In the three ECHAM5 driven simulations the horizontal patterns of the359

air temperature changes are very similar. Thus, we depict only results from360

RCAO-ECHAM5-r1-A1B.361
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Table 4 Mean temperature (in ◦C) and precipitation (in %) changes over the Baltic Sea

region (defined as the model domain of RCAO) for 2070-2099 relative to 1969-1998.

Experiment HadCM3-A1B ECHAM5-r3-A1B ECHAM5-r1-A1B ECHAM5-r1-A2

Temperature +3.8 +2.7 +2.8 +2.8

Precipitation +18 +12 +17 +17

Although regional details and the overall magnitude may differ, in all ex-362

periments the sea level pressure (SLP) will get more zonal at the end of the363

century (not shown). These results of RCAO are in accordance with results364

by Kjellström et al (2011). The largest changes of precipitation occur over365

the mountain areas (not shown). We found similar patterns of changing pre-366

cipitation in HadCM3 and ECHAM5 driven simulations. Cloud cover changes367

are relatively small (not shown). During spring the cloudiness will slightly in-368

crease in ECHAM5 driven simulations. In the other seasons the cloudiness will369

slightly decrease over the Baltic Sea. This is a common signal in all scenario370

simulations.371

In general, also the changes of the mean 10 m wind speed are small (not372

shown). Significantly increased mean 10 m wind speeds of about 1 m s−1 are373

found only in RCAO-ECHAM5-r1-A1B and RCAO-ECHAM5-r1-A2 in the374

Baltic proper during winter and autumn and in RCAO-HadCM3-A1B in the375

Bothnian Sea during autumn.376

In all simulations the maximum 10 m wind speed and the maximum esti-377

mated gust wind increase by more than 1 m s−1 in the Bothnian Bay and Gulf378

of Finland during winter and spring as a consequence of the melting sea ice379
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in future climate (Fig. 5). In RCAO-HadCM3-A1B maximum changes exceed380

even 3 m s−1. However, compared to earlier results of ECHAM4 (Roeckner381

et al 1999) driven regionalizations (e.g. Räisänen et al (2004)) are wind speed382

changes in the simulations of this study small. Hence, its consequences for383

stratification and oxygen conditions in the Baltic deep water are smaller than384

reported by Meier et al (2011b) (see below).385

3.2.2 Runoff and nutrient loads386

Table 5 summarizes the total volume flows in present and future climates387

calculated with the statistical model (Section 2.5). We found changes of the388

total volume flow to the Baltic Sea between 15 and 22 %.389

Table 5 Total volume flows (in m3 s−1) to the Baltic (without Kattegat) in present

and future climates calculated with the statistical model (Section 2.5). For comparison, the

observed total volume flow (without Kattegat) for the period 1957-1990 amounts to 14,400

m3 s−1 (Bergström and Carlsson 1994). The latter figure is used to calculate the biases.

Period HadCM3-A1B ECHAM5-r3-A1B ECHAM5-r1-A1B ECHAM5-r1-A2

Mean 1957-1990 13,600 13,900 14,200 14,400

Mean 1971-2000 14,200 14,300 14,300 14,600

Mean 2070-2098 17,300 16,400 17,900 17,600

Bias 1957-1990 -800 -400 -200 50

Change 2070-2098 3,100 2,100 2,800 3,000

Change in % 22 15 20 20

In all sub-basins including the Baltic proper the volume flow changes are390

positive (not shown). The changes are larger in the northern sub-basins than391
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in the southern sub-basins in agreement with earlier results by Graham (2004).392

However, positive volume flow changes to the Baltic proper are an important393

difference compared to the results by Meier et al (2011b). In their scenario394

simulations volume flow changes to the Baltic proper were negative although in395

three out of four climate projections the total flows into the entire Baltic were396

positive. As nutrient loads from the Baltic proper catchment area are largest,397

volume flow changes to the Baltic proper control the changes of the total398

nutrient supply from land (assuming reference river nutrient concentrations).399

Thus, in the experiments by Meier et al (2011b) the total nutrient load changes400

have different sign depending on the selected climate projection whereas in401

our study nutrient loads increase in all projections (Fig. 6). This discrepancy402

reflects the uncertainty of state-of-the-art hydrological modelling (Graham403

et al 2007).404

In Figure 6 the absolute changes of the nutrient loads per sub-basin are405

shown. In the nutrient load scenario REF the biologically available phosphorus406

and nitrogen loads increase by about 15-20% each depending on the climate407

projection. These changes are about two times larger than the largest increase408

calculated by Meier et al (2011b).409

In the most optimistic nutrient load scenario of this study (BSAP) we found410

reductions of about 7-8 and 10-50 kton year−1 for phosphorus and nitrogen,411

respectively (Fig. 6). However, the BSAP requires much larger reductions of412

15 and 133 kton year−1 for phosphorus and nitrogen, respectively (HELCOM413

2007). Note that the latter figures for the total Baltic include Kattegat. In414
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our simulations nutrient load reductions in the Baltic proper are partly com-415

pensated by nutrient load increases in the northern sub-basins, e.g. in the416

Bothnian Sea and Bothnian Bay. The reductions of the BSAP scenario by417

Meier et al (2011b) are closer to the original figures by HELCOM (2007).418

For the most pessimistic nutrient load scenario of this study (BAU) we419

found increases of about 17-19 and 440-500 kton year−1 for phosphorus and420

nitrogen, respectively (Fig. 6). Following HELCOM (2007) changes according421

to BAU amount to 16 and 340 kton year−1 for phosphorus and nitrogen,422

respectively.423

Note that in the nutrient load scenario CLEG the total phosphorus load424

will decrease and the total nitrogen load will increase in future climate (Fig. 6).425

As this scenario is novel our figures cannot be compared with other studies.426

3.2.3 Water temperature and salinity427

In all scenario simulations the volume averaged water temperature increases428

with time as a response of the increased air temperature and the volume429

averaged salinity decreases as a response of the increased runoff during the430

21st century (Fig. 7).431

In all scenario simulations sea surface temperature (SST) changes between432

2070-2099 and 1978-2007 are largest in the Bothnian Bay and Bothnian Sea433

during summer (Fig. 8). This pattern is a common feature of all members of434

our mini-ensemble although the magnitude of the warming differs substantially435

between HadCM3 and ECHAM5 driven simulations such that the ensemble436
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spread is also largest in the Bothnian Bay and Bothnian Sea during summer437

(Fig. 8). However, the climate change signal is much larger than the uncer-438

tainty caused by the GCMs as indicated both by the standard deviation of the439

ensemble mean (not shown) and the ensemble spread.440

We found the largest SST increases of more than 6◦C in the southern441

Bothnian Bay in the HadCM3 driven scenario simulation during summer. In442

ECHAM5 driven simulations the largest SST increase is located in the central443

Bothnian Bay and does not exceed 4◦C approximately. Further, in all scenario444

simulations the largest SST increase during winter and spring occurs in the445

Gulf of Finland.446

Noteworthy, SST changes lag 2 m air temperature changes in time. Maxi-447

mum air temperature changes occur in winter and spring in the Bothnian Bay,448

the northern Bothnian Sea and the eastern Gulf of Finland (Fig. 4). However,449

the largest SST signal is found in the Bothnian Bay during summer (Fig. 8).450

The larger warming in the northern compared to the southern Baltic is ex-451

plained by the ice-albedo feedback (Meier et al 2011b; Wang et al 2005) and by452

the reduced thermal convection under warmer and fresher conditions (Hordoir453

and Meier 2011).454

Also spatial patterns of sea surface salinity (SSS) projections show an over-455

all agreement with largest decreases in the Baltic proper of about 1.5-2 g kg−1
456

(not shown). Salinity is reduced because in all scenario simulations runoff is457

significantly increased. Changes of the wind speed are of minor importance for458
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SSS changes. Largest discrepancies between scenario simulations are found for459

the SSS projections in Kattegat.460

Changes of bottom salinity concentrations follow SSS changes (not shown).461

As in the ECHAM5-r1-A1B and A2 driven simulations maximum wind speeds462

increase in particular over the Bothnian Bay and Gulf of Finland but also over463

the Baltic proper (Fig. 5), wind induced mixing is larger in future climate and464

the permanent halocline is deeper located. Consequently, we found largest465

bottom salinity changes along the slopes of the Baltic proper and Gulf of466

Finland at depths of the halocline changes. As the wind changes occur only in467

two out of four scenario simulations of our mini-ensemble, the largest spread468

of projected bottom salinity is related to the different depth of the halocline469

in the four simulations.470

3.3 Socio-economic scenarios471

After the spinup of about 10 years at the beginning of the simulations the472

dissolved inorganic nitrogen (DIN) pool is constant during the control period473

(not shown). After 2007 DIN increases in the scenario simulations REF and474

BAU and decreases in BSAP (about constant in CLEG) (Fig. 9). In all nutri-475

ent load scenarios dissolved inorganic phosphorus (DIP) increases during the476

control period which is consistent with the hindcast simulation (Meier et al477

2011a). After 2007 DIP increases in REF and BAU and decreases in BSAP478

(about constant in CLEG). The results confirm the much longer time scale of479

the phosphorus cycle compared to the nitrogen cycle.480
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Interestingly, the sediment pools of nitrogen and phosphorus decrease in481

almost all scenarios towards the end of the 21st century (Fig. 9). Only in BAU482

nitrogen and phosphorus concentrations in the sediments increase between483

2007 and 2050 approximately. After 2050 both concentrations either decrease484

(nitrogen) or remain relatively constant (phosphorus).485

In all scenarios there is a tendency of increased DIN to DIP ratio in the wa-486

ter column (not shown). Especially in the BSAP scenario driven by ECHAM5-487

r1-A2 and ECHAM5-r1-A1B (the scenario simulations with an increase of the488

wind speed over the Baltic proper, see Fig. 5) the overall DIN to DIP ratios489

increase with about 7 and 5, respectively. Thus, the Baltic proper will switch490

from a nitrogen limited to a phosphorus limited ecosystem in agreement with491

the results by Meier et al (2011b).492

3.3.1 Projected changes for REF493

In the reference scenario (REF) the bottom oxygen concentrations decrease494

in all climate projections in almost all regions (Fig. 10). Exceptions are the495

deep water in the Gulf of Finland and regions along the slopes of the Gotland496

Basin where the stratification decreases due to a deeper halocline caused by497

increased runoff (in all climate projections, Table 5) and increased wind speed498

(in ECHAM5-r1-A1B and ECHAM5-r1-A2 driven simulations, Fig. 5). As the499

oxygen saturation concentration is smaller in warmer water, in the coastal500

zone with only weak vertical stratification both the surface and bottom oxygen501

concentrations decrease slightly. The decrease is larger in regions with larger502
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water depth and with a permanent halocline (Fig. 10). We found the largest503

decrease of bottom oxygen concentrations in the HADCM3 driven simulation504

in the central area of the deep Bornholm Basin, Gotland Basin and Bothnian505

Sea (not shown). In the ensemble mean the bottom oxygen concentration in506

the Gotland Deep area decreases by more than 1.5 ml l−1 (Fig. 10).507

The ensemble spread is largest in regions that are affected by the varying508

position of the halocline (not shown). Note that the ensemble spread does not509

differ significantly between the scenarios.510

As the phosphorus release capacity of the sediments is oxygen dependent511

(Eilola et al 2009), the generally decreased bottom oxygen concentrations cause512

a decreased storage of phosphorus in the sediments and increased phosphate513

concentrations in the surface waters (not shown). We found the largest phos-514

phate concentration increase in the HadCM3 driven simulation in the Baltic515

proper and Gulf of Finland. In the ensemble mean the largest increase of sur-516

face phosphate concentrations occurs in the southern Baltic proper (Arkona517

Basin, Bornholm Basin and southern Gotland Basin) during winter. This sig-518

nal is a common pattern in all climate projections. The surface phosphate519

concentration changes in the Gulf of Finland during spring have the largest520

spread within our ensemble.521

In all climate projections the surface nitrate concentration remains un-522

changed or increases (not shown). The patterns of changing nitrate concen-523

tration are similar in all climate projections. Especially during winter and524

especially in the eastern Gulf of Finland, Gulf of Riga and along the eastern525
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coasts of the Gotland Basin nitrate concentrations increase in future climate.526

The increased supply of nitrogen from the rivers and the increased oxygen con-527

centrations in the Gulf of Finland (causing decreased denitrification) might be528

the reasons for the increased nitrate concentrations particularly in the coastal529

zone close to the river mouths of the large rivers.530

Both increased temperatures and increased concentrations of nitrate and531

phosphate during winter affect the spring and summer blooms (not shown). In532

particular during spring the concentrations of flagellates and others increase533

in the eastern Baltic proper, Gulf of Riga and Gulf of Finland. During sum-534

mer and autumn the concentrations of cyanobacteria increase in the southern535

Baltic proper in all climate projections. In the Gulf of Finland cyanobacteria536

blooms are also more intensive in the HadCM3 driven simulation whereas in537

ECHAM5 driven simulations no significant changes are found. Both flagellate538

and others and cyanobacteria changes affect phytoplankton concentrations in539

future climate (Fig. 10).540

As a consequence of simulated phytoplankton and detritus changes, Secchi541

depth in the southern Baltic proper decreases particularly during summer542

and autumn (Fig. 10). In the ensemble mean the largest Secchi depth changes543

exceed 1 m.544

3.3.2 Projected changes for BSAP545

As mentioned in the previous section the bottom oxygen concentration de-546

creases significantly in the HadCM3 driven simulation assuming reference547
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nutrient loads of the REF scenario. Hence, in the BSAP scenario the im-548

provements of the nutrient load reductions will be counteracted by the ef-549

fect of changing climate at the end of the century. As a consequence, in the550

HadCM3 driven simulation under the BSAP scenario bottom oxygen concen-551

tration changes are only small (not shown). In the ECHAM5 driven simulations552

we found increased bottom oxygen concentrations in in the Gulf of Finland553

and in the Gotland Basin when we applied the BSAP. In the ECHAM5-r1-554

A1B and A2 driven simulations we found the largest increases of the oxygen555

bottom concentration along the slopes of the Gotland Basin and in the Gulf of556

Finland due to the deeping of the halocline and the corresponding decreased557

stratification in that depth interval.558

While in the HadCM3 driven simulation surface phosphate and nitrate con-559

centration changes are small, we found in ECHAM5 driven simulations in the560

Gulf of Finland reduced surface phosphate and increased surface nitrate con-561

centrations. Thus, changes of surface nutrient concentrations are largely con-562

trolled by changing bottom oxygen concentrations (Savchuk 2010). As shown563

below water temperature changes affect the decomposition of organic matter564

in the sediments and contribute to changes of surface nutrient concentrations.565

Surface concentration changes of diatoms, flagellates and others and cyanobac-566

teria are diverse (not shown). During spring in all scenario simulations sur-567

face diatom concentrations decrease especially along the southern and east-568

ern coasts of the Baltic proper and in the Gulf of Finland. To the contrary,569

we found slight increases of the surface concentrations of flagellate and oth-570
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ers mainly in the Gulf of Finland. Cyanobacteria concentrations increase in571

the southern Baltic proper (mainly in the Bornholm Basin) in the HadCM3572

driven simulation and remain basically unchanged in ECHAM5 driven simu-573

lations. During spring surface phytoplankton concentrations in the ECHAM5574

driven simulations decrease following diatom concentration changes. During575

summer we found slight surface phytoplankton concentration increases in the576

southern Baltic proper in the HadCM3 driven simulation following cyanobac-577

teria concentration changes. Corresponding increases of Secchi depth during578

spring amount to about 1 m at maximum. During summer Secchi depth in the579

HadCM3 driven simulation decreases by about 0.5 m at maximum.580

In the ensemble mean the summer oxygen concentrations in the deeper581

regions of the Baltic proper increase only slighthly (Fig. 10). However, in the582

Gulf of Finland the increases are larger exceeding in some regions 0.9 ml583

l−1. In the Baltic proper the spring phytoplankton concentrations decrease in584

a narrow zone along the south-eastern coasts, especially in Oder and Gdansk585

bays (Fig. 10). During spring moderate Secchi depth increases of about 0.6-1 m586

are found in the southern Baltic Sea (Arkona and Bornholm basins) (Fig. 10).587

3.3.3 Projected changes for CLEG588

In the HadCM3 driven simulation bottom oxygen concentrations decrease589

at the end of the century in CLEG almost everywhere (not shown). In the590

ECHAM5 driven scenarios the bottom oxygen concentrations especially in the591

Gulf of Finland increase. In the two scenarios with increased wind induced mix-592
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ing in the Baltic proper (ECHAM5-r1-A1B and ECHAM5-r1-A2) the bottom593

oxygen concentrations along the slopes increase as well because of the deeper594

halocline. In the ensemble mean we found small decreases of bottom oxygen595

concentrations in the deeper parts of the Baltic proper and small increases596

along the slopes and in the Gulf of Finland (Fig. 10).597

As a consequence of the bottom oxygen concentration changes surface phos-598

phate concentrations increase in HadCM3 driven scenario simulations. Nitrate599

concentration changes are largest in the Gulf of Finland and in the Gulf of600

Riga in ECHAM5-r1-A1B and ECHAM5-r1-A2 driven simulations.601

Concentration changes of diatoms, flagellates and others, and cyanobac-602

teria are relatively small. As the projected phytoplankton concentrations in603

the ensemble mean slightly increases (with larger changes in the northern604

Baltic proper), Secchi depth decreases (Fig. 10). Largest changes of about 1 m605

are found in the Bornholm Basin in the HadCM3 driven scenario simulation606

during summer. In the ensemble mean the largest changes are found in the607

Archipelago Sea and in the entrance of the Gulf of Riga but they do not exceed608

0.8 m (except in the river mouth region of the river Neva) (Fig. 10).609

3.3.4 Projected changes for BAU610

In the BAU scenario the impact of increased nutrient loads and the impact of611

changing climate have large consequences for the marine environment. Large612

reductions of bottom oxygen concentrations (Fig. 10), large increases of phos-613

phate and nitrate concentrations at the surface of the Baltic proper in par-614
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ticular during winter (not shown) and large increases of both the spring and615

summer blooms characterize the BAU scenario (Fig. 10). In this scenario Sec-616

chi depth in the south-western Baltic at the end of the century is projected to617

be more than 2 m smaller compared to present conditions (Fig. 10).618

3.4 Cause-and-effect studies619

The impact of changing climate on the Baltic Sea biogeochemistry in the620

various nutrient load scenarios is studied further by employing the sensitivity621

experiments, TAIRCLIM and RUNOFFCLIM (Section 2.7). In the following622

we focus on scenario simulations driven by ECHAM5-r3-A1B combined with623

the nutrient load scenarios REF and BSAP (Figs. 11 and 12).624

The increase of the average water temperature in the ECHAM5-r3-A1B625

driven simulation from about 6.5◦C during 1969-1998 to about 8.5◦C at the626

end of the century (caused by the increased air temperature over the Baltic627

Sea, see Table 4) enhances the decomposition of organic matter in the sedi-628

ments. In the present version of SCOBI the time scale for decomposition will629

be shortened by a factor of two if the bottom water temperature increases630

by about 5◦C. However, feedback mechanisms may contribute to a further631

acceleration of the decomposition (see Section 4).632

Due to the rising water temperature in REF the concentrations of nitrogen633

and phosphorus in the sediments decrease (Fig.11) causing increased nutrient634

concentrations in the surface layer that are available for the production of635

organic material during the spring bloom (not shown). The effect is larger636
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for phosphorus than for nitrogen because other processes, e.g. denitrification,637

change as well and modify the nitrogen cycle. This might also be the reason638

that in the BSAP scenario the pool of DIN in the water column decreases with639

increasing water temperature instead of an increase as in the REF scenario640

(Fig.11).641

Increased nutrient concentrations in the surface layer during winter result642

in increased phytoplankton concentrations during spring and summer and in643

decreased bottom oxygen concentrations during all seasons due to increased644

decomposition of organic material in the deep water (Fig. 12). For instance, the645

bottom oxygen concentrations in the ECHAM5-r3-A1B driven simulation in646

the REF scenario decrease in the deeper regions of the eastern Gotland Basin647

by about 0.9-1.2 ml l−1. In the corresponding TAIRCLIM scenario simulation648

without any changes of the water temperature the bottom oxygen concentra-649

tions decrease in the same regions by only 0.3-0.6 ml l−1 (due to the increased650

nutrient supply, see Fig. 6).651

In the BSAP scenario the bottom oxygen concentrations in the deeper652

parts of the eastern Gotland Basin increase by about 0.3-1.2 ml l−1 and are653

not affected by the changing water temperatures (compare BSAP and BSAP-654

TAIRCLIM in Fig. 12). However, in the Gulf of Finland the increase of the655

bottom oxygen concentrations is about 0.6 ml l−1 larger in TAIRCLIM com-656

pared to the scenario simulation with changing water temperature.657

In addition to the accelerated decomposition of organic material in the658

sediments the oxygen saturation concentration decreases in warmer water.659



36

However, this effect is smaller than the discussed increase of the oxygen con-660

sumption and causes changes of 0.3-0.4 ml l−1 in maximum.661

The results of the sensitivity experiments with climatological mean runoff662

(RUNOFFCLIM, not shown) confirm that increased phytoplankton and de-663

creased bottom oxygen concentrations are partly also explained by the in-664

creased nutrient supply from land (Fig. 6). Note that in our experiments the665

increased nutrient loads are caused by increased volume flows due to the in-666

creased net precipitation over land (Table 5).667

4 Discussion668

Projections of the impact of climate change on the Baltic ecosystem are not669

forecasts of future conditions for the marine environment, like weather fore-670

casts, but depend on additional assumptions on the future socio-economic671

development both worldwide and in the Baltic Sea region. For instance, future672

greenhouse gas emissions, nutrient loads from rivers to the sea, nutrient emis-673

sions from point sources and atmospheric deposition of nutrients are important674

drivers of both the regional climate and the marine environment. Hence, sce-675

narios need to be developed that take possible socio-economic changes into676

account, like changes of the human population, life-style (including food and677

energy consumption), agricultural practices, etc.678

In this study we applied the detailed greenhouse gas emission scenar-679

ios developed by the Intergovernmental Panel on Climate Change (IPCC)680

(Nakićenović et al 2000). However, consistent socio-economic scenarios on both681
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global and regional scales are not available. Hence, we implemented nutrient682

load scenarios that follow policy scenarios for the Baltic Sea suggested by683

HELCOM (2007). These scenarios are not consistent with the global scenarios684

used for the GCM simulations but are to our knowledge the only available685

scenarios for the Baltic Sea region. Hence, it is obvious that due to the large686

range of plausible nutrient load scenarios the uncertainties of our projections687

are large.688

Other uncertainties of our projections are related to biases of global and689

regional climate models and have been discussed earlier, e.g. by Christensen690

and Christensen (2007), Christensen et al (2007), Kjellström et al (2011),691

Nikulin et al (2011), Räisänen et al (2004), Meier et al (2011c).692

Especially, projected changes of the surface wind fields are rather uncertain693

for the Baltic Sea region (Nikulin et al 2011). As wind speed changes are im-694

portant drivers of future changes of the vertical stratification in the Baltic Sea,695

the uncertainties affect projections of the marine ecosystem considerably. For696

instance, in ECHAM5 driven simulations (e.g. Neumann (2011), this study)697

the wind speed changes are much smaller than in ECHAM4 driven simula-698

tions (e.g. Meier et al (2011b)) causing large differences in bottom oxygen699

concentration changes and subsequent changes of the nutrient cycles in the700

Baltic.701

Further, the functioning of some key processes of the coupled physical-702

biogeochemical system are not well known (Eilola et al 2011). These short-703

comings affect the sensitivity of the model response to changing climate and704
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changing nutrient loads (Meier et al 2011b). For instance, the processes con-705

trolling nutrient fluxes between the bottom water and the sediments are poorly706

understood (e.g. Eilola et al (2009), Almroth-Rosell et al (2011)).707

The results of this study suggest that nutrient loads in future climate may708

increase due to increased runoff. As the calculated changes are larger than709

those reported by Meier et al (2011b) the effects on ecological quality in-710

dicators, like bottom oxygen concentration, phytoplankton concentration and711

Secchi depth (Fig. 10) are larger than in the scenario simulations by Meier et al712

(2011b). Neumann (2011) calculated nutrient load changes with the same ap-713

proach as in our study following St̊alnacke et al (1999). He found similar large714

increases of the freshwater budget of about 20% in his two scenario simulations715

(A1B and B1) than in our experiments. However, in his simulations the oxygen716

concentration of the deep water improves slightly causing a reduction of future717

hypoxic areas. In contrast, we found decreasing bottom oxygen concentrations718

in all scenarios with increasing nutrient loads. Thus, the sensitivity of different719

models to changing nutrient loads seems to differ significantly.720

In the scenario simulations of this study another process is important which721

may affect the marine ecosystem significantly. Increased water temperatures722

cause not only reduced oxygen saturation concentrations, but also (and per-723

haps even more important) an increased decomposition of organic matter in724

the sediments. The presented results suggest that in future climate less nu-725

trients will be stored in the sediments due to the increased remineralization726

under higher temperatures (Fig. 11).727
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In SCOBI the parameters describing the nutrient fluxes from the sedi-728

ments were chosen such that the time scale for decomposition will be shortened729

by a factor of two if the bottom water temperature increases by about 5◦C.730

Very likely the time scale is even shorter because of a feedback mechanism731

due to changing bottom oxygen concentrations. Increased remineralization of732

phosphorus will increase the phytoplankton production which will increase733

the oxygen consumption which in turn will result in lower bottom oxygen734

concentrations. Thus, the phosphorus retention capacity will be lower caus-735

ing lower/higher concentrations of phosphorus in the sediments/water column736

(Eilola et al 2009). For nitrogen the processes are even more complex because737

increased decomposition will also affect denitrification.738

In this study the parameterization of the temperature dependent reminer-739

alization of the Ecological Regional Ocean Model (ERGOM) (Neumann et al740

(2002), Neumann and Schernewski (2008)) was used. Thus, the sensitivity to741

temperature changes is about 30 times larger than in the scenario simulations742

by Meier et al (2011b) which explains the larger impact of increased decompo-743

sition on the results of our scenario simulations. As the true remineralization744

rate and its temperature dependency are unknown, the role of changing rem-745

ineralization in future climate remains uncertain.746

5 Summary and conclusions747

In this study we focussed on annual and seasonal mean changes of ecological748

quality indicators like bottom oxygen concentration, phytoplankton concentra-749
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tion and Secchi depth describing the environmental status of the Baltic Sea.750

Agreement and disagreement of the simulated changes were assessed from the751

statistics of an ensemble of 16 scenario simulations. Projected changes at the752

end of the 21st century are usually larger than biases induced by the defi-753

ciencies of GCMs at the regional scale. Especially ensemble mean biases are754

smaller than ensemble mean changes stressing the added value of ensemble755

modelling.756

In agreement with earlier studies (Meier 2006; Meier et al 2006, 2011b;757

Neumann 2011) we found that at the end of the 21st century water tempera-758

ture will increase, runoff will increase, and salinity will decrease. However, in759

contrast to earlier ECHAM4 driven simulations (Meier et al 2011b) our results760

do not indicate considerable wind speed and gustiness changes over the Baltic761

proper. Hence, stratification changes due to wind induced mixing changes are762

relatively small.763

In correspondence with earlier studies we found that the impact of chang-764

ing climate on the Baltic biogeochemistry might be significant. The model765

simulations suggest that in addition to eutrophication changing climate is an766

important stressor for the Baltic ecosystem. With the help of sensitivity exper-767

iments we identified two processes that in our model are mainly responsible for768

environmental changes due to changing climate. Due to increased temperature769

and increased net precipitation in the Baltic catchment area the decomposition770

of organic material in the sediments will be accelerated and the nutrient loads771

from land will increase. Both processes cause increased nutrient concentrations772
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in the surface layer and consequently an acceleration of eutrophication in the773

Baltic Sea.774

According to our scenario simulations with reference loads water quality775

(measured by bottom oxygen concentrations, phytoplankton concentrations776

and Secchi depths) will be reduced in future climate. For instance, in summer777

the ensemble mean of the Secchi depth will decrease in the southern Baltic778

proper by up to 1.5 m.779

According to our results nutrient load reductions performed under cur-780

rent legislation will not be sufficient to improve the water quality at the end781

of the century. The climate effect is larger than the impact of nutrient load782

reductions and Secchi depth will decrease especially in the southern Baltic783

proper. The larger nutrient load reductions of the BSAP will improve the784

water quality at the end of the century. However for the same targets larger785

reductions will be necessary compared to present climate. In summer the en-786

semble mean of the Secchi depth will increase in the southern Baltic proper by787

about 1 m in maximum. In case of an exponential growth of agriculture fol-788

lowing a pessimistic business-as-usual scenario bottom oxygen concentrations789

will decrease, surface nutrient concentrations will increase and Secchi depth790

will decrease significantly. During the warmer seasons (spring to autumn) the791

ensemble mean of the Secchi depth in the southern Baltic proper will decrease792

by more than 2 m in some some regions.793
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Fig. 3 a) Mean (1978-2007) temperature (in ◦C, left panels) and salinity (in g kg−1, right

panels) at the monitoring stations BY5, BY15, BY31 and LL07 (from top to bottom): obser-

vations (green), HadCM3-A1B (red), ECHAM5-r3-A1B (blue), ECHAM5-r1-A1B (magenta)

and ECHAM5-r1-A2 (cyan). The range of variability is indicated by the ±1 standard devia-

tion band calculated from 2-daily model output (dashed curves) or from observations (grey

shaded area) from the Baltic Environmental Database (BED) at the Baltic Nest Institute

(http://nest.su.se/bed).
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Fig. 3 b) As a) but for phosphate (in µ mol P l−1, left panels) and nitrate (in µ mol N

l−1, right panels).



50

−2 0 2 4 6 8 10

0

10

20

30

40

50

60

70

80

90

D
e

p
th

 [
m

]

Oxygen [ml/l]

−4 −2 0 2 4 6 8 10

0

50

100

150

200

D
e

p
th

 [
m

]

Oxygen [ml/l]

−2 0 2 4 6 8 10

0

50

100

150

200

D
e

p
th

 [
m

]

Oxygen [ml/l]

0 1 2 3 4 5 6 7 8 9 10

0

10

20

30

40

50

D
e

p
th

 [
m

]

Oxygen [ml/l]

Fig. 3 c) As a) but for oxygen (in ml l−1).
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Fig. 4 Seasonal mean 2 m air temperature changes (in ◦C) between the periods 2069-

2099 and 1969-1998. From left to right winter (DJF), spring (MAM), summer (JJA) and

autumn (SON) mean changes are shown. The upper and lower panels show results from

HadCM3-A1B and ECHAM5-r1-A1B driven simulations, respectively.
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Fig. 5 Same as Fig. 4 but for the maximum estimated gust wind (in m/s).
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Fig. 6 Changes of the annual mean biologically available total nitrogen (left panels) and

phosphorus (right panels) loads (in kton year−1 between 1971-2000 and 2070-2099 in the

16 scenario simulations. BB: Bothnian Bay; BS: Bothnian Sea; GF: Gulf of Finland; GR:

Gulf of Riga; BP: Baltic proper; KA: Kattegat (excluding the River Göta Älv); TOT: total

Baltic Sea (excluding Kattegat); E5A1B1: ECHAM5-r1-A1B; E5A1B3: ECHAM5-r3-A1B;

E5A2: ECHAM5-r1-A2; HADA1B: HadCM3-A1B.
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Fig. 7 Ensemble mean volume averaged temperature (in ◦C, upper panel) and salinity

(in g kg−1), lower panel) for the entire Baltic including Kattegat (solid line). Maximum

and minimum values of the ensemble are shown by dotted and dashed lines, respectively.

Straight lines indicate the mean maximum and mininum values during 1978-2007.
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Fig. 8 Seasonal mean sea surface temperature (SST) changes (in ◦C) between 2070-2099

and 1978-2007 in RCO-SCOBI simulations driven by regionalized GCM results. From left to

right winter (December to February), spring (March to May), summer (June to August) and

autumn (September to November) mean changes are shown. The upper and lower panels

show the ensemble mean and the ensemble range, respectively. Values larger than 4.4◦C or

smaller than 0.4◦C are depicted in brown or white, respectively.
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Fig. 9 Ensemble mean volume averaged pools of dissolved inorganic nitrogen (DIN) and

phosphorus (DIP) and area averaged pools of nitrogen and phosphorus in the sediments

(in kton) for the entire Baltic including Kattegat as a function of time (solid lines): BSAP

(blue), CLEG (green), REF (black) and BAU (red). Maximum and minimum values of each

ensemble are shown by dotted and dashed lines, respectively. Straight lines indicate the

mean maximum and mininum values during 1978-2007.
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BSAP CLEG REF BAU

Fig. 10 From top to bottom ensemble mean changes between 2070-2099 and 1978-2007

of summer (June to August) bottom oxygen concentration (in ml l−1), spring (March to

May) phytoplankton concentration vertically averaged for the upper 10 m (in mgChl m−3)

and spring Secchi depth (in m) are shown. From left to right the results of the nutrient load

scenarios BSAP, CLEG, REF and BAU are depicted. In BAU phytoplankton concentration

increases larger than 2.5 mgChl m−3 and Secchi depth decreases smaller than 2 m are

depicted in brown and white, respectively.
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Fig. 11 Volume averaged temperature (in ◦C), dissolved inorganic nitrogen (DIN) and

phosphorus (DIP) in the water column and area averaged pools of nitrogen and phosphorus

in the sediments (in kton) for 1961-2099 in ECHAM5-r3-A1B driven simulations. The various

curves show results in the Baltic proper (Arkona Basin, Bornholm Basin, Gotland Basin),

Gulf of Finland and Gulf of Riga from the nutrient load scenarios REF (solid lines) and

BSAP (dashed lines) with (red) and without (TAIRCLIM; black) the projected temperature

increase. The volume averaged temperature is filtered using a 1-year running mean of the

2-daily model results.
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REF REF-TAIRCLIM BSAP BSAP-TAIRCLIM

Fig. 12 Changes of summer (June to August) mean bottom oxygen concentration (in

ml l−1, upper panels) and spring (March to May) mean phytoplankton concentration (in

mg Chl m−3, lower panels) between 2070-2099 and 1978-2007 in ECHAM5-r3-A1B driven

simulations. From left to right: REF, REF-TAIRCLIM, BSAP, BSAP-TAIRCLIM.


