Simulation of carbon dynamics in the Baltic Sea with a 3D model.
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Abstract


A full resolved three-dimensional physical-biogeochemical model ERGOM was used to simulate the carbon dynamics in the Baltic Sea. Here, a simple carbon cycle has been included in the model. This was accomplished by the addition of the variable total CO2, inorganic carbon and total alkalinity to the model. Model results of the hindcast simulation are in a good agreement with observations. Lateral gradients of the alkalinity are well reproduced by the model.  A net inorganic carbon transport from the Baltic Sea to the Kattegat is in the range of the results of previous studies. Further, two climate projections with 3 loads scenarios reflecting the possible development of the carbon system dynamics in the Baltic Sea were conducted.


Climate scenarios simulations showed continuous “acidification effect” of the Baltic Sea that mainly is controlled by changing of the atmospheric pCO2. However, changes in pH due to the other factors (such as changing temperature, primary production,..) were different for different regions of the sea. Simulated mean alkalinity and total carbon decrease in scenarios of climate change despite of the increase of alkalinity and total carbon loads. The performed climate simulations  show that mean alkalinity decreased for about 150 mmol/m3 and total carbon for about 80-120 mmol/m3. At the same time alkalinity to salinity relations change in future climate due to that salinity decreases “faster” than alkalinity. Simultaneously, export of the total alkalinity and the dissolved inorganic carbon from the Baltic Sea to the North Sea has the trend to increase from 11% to 18% depending on the climate scenario.

1. Introduction.


Current knowledge of climate dynamics together with CO2 emissions scenarios indicate that the trend of atmospheric CO2 concentrations yield increase in the future climate (IPCC, 2007). Together with increasing of CO2 concentrations in the atmosphere sea water pH values would decrease, giving a so-called acidification effect. Change of pH due to climate change can seriously change life conditions in the Ocean and particularly in the Baltic Sea (Caldeira and Wickett, 2003 , Doney et al. 2009, Guinotte and Fabry 2008, Urho et al. 1990). Change of pH in the Baltic Sea can be forced not only by the change of atmosperic pCO2, but also by change of total alkalinity (AT), carbon and nutrients loads from land and atmosphere, change of whether conditions (like alternation of a thermocline and halocline due to changing wind conditions) and many other factors. 


Dynamics of the carbon cycle in the Earth ecosystem is one of most discussing topics in the climate change publications. At the same time importance of the impact of marginal seas to global carbon cycle is still not quite well understood.  “Continental shelf pump” process which was proposed several years ago by Tsunogai et al. (1999) can be a response resulting in transport of certain amount of dissolved inorganic carbon (DIC) into the open ocean. The carbon budget of the North Sea shows that the Baltic Sea is one of the major sources that increase the carbon contents of the Atlantic water in the North Sea (Thomas et al. 2005). Thomas et al. 2005 estimated an export of carbon from the Baltic Sea of about 1.1 1012 mol yr-1 .Using the modeled water exchange between the Baltic Sea and the North Sea and observed values of salinity and DIC Hjalmarsson et al. 2010 computed  a total net export of DIC from the Baltic Sea to the North Sea of 0.45 ± 0.03 1012 mol yr-1. However the two estimates were based on different values of water outflow from the Baltic Sea. 


Ecosystem model which would include both physical dynamics and biogeochemical interaction including carbon cycle can be one of the instruments to investigate these problems and provide more detailed understanding of possible changes in the ecosystem of the Baltic Sea due to climate change.

Main goals of current work were to simulate and to investigate the dynamics of the carbon system in the Baltic Sea in the present climate by extending one of the stat-of-the-art ecosystem models with carbon cycle and by using the validated model to simulate the possible changes of carbon system dynamics in the next 100 years with different climate and nutrient loads scenarios .

2. Methodology.


The model used in this work is an ecosystem model ERGOM (Neumann 2000, Neumann et al., 2002, Neumann and Schernewski 2008) extended with a simple carbon cycle. The model ERGOM is a fully resolved three-dimensional coupled physical-biogeochemical model. The physical part of the model is an application of Modular Ocean Model (MOM 3.1) for the Baltic Sea. Model has a horizontal resolution of about 3 nautical miles and it is resolved into 77 vertical layers. The upper 100 m were resolved with a 3 m layer thickness, below the 100 m depth 6 m layer thickness was applied. Fig. 1(a) shows the model topography. The basic structure of the biogeochemical part of the model with state variables and main processes parameterized  in it is shown in fig. 1(b). 


The biogeochemical part of the model consists of the 14 state variables. It basically describes the cycles of such nutrients as ammonium, nitrate and phosphate. The phytoplakton dynamics are described in the model by three functional phytoplankton groups: large cells, small cells and cyanobacteria. Large cells grow up during the nutrient-rich conditions, while small cells have advantages during the nutrient-poor conditions. Cyanobacteria represent the phytoplankton that is able to fix atmospheric nitrogen and those are limited in the model only by phosphate. The model phytoplankton is grazed up by the bulk model zooplankton. Dead organic material accumulates in two detritus state variables. Detritus in the water column sinks down to the bottom were it accumulates in sedimentary detritus.  Oxygen production and consumption is linked to the biogeochemical processes via stoichiometric ratios. A detailed description of the model is reported in Neumann 2000, Neumann et al., 2002, Neumann and Schernewski 2008. At the present paper only modification of the biogeochemical model by Neumann and Schernewski 2008  that were done due to the introduction of the carbon cycle will be presented.

2.1. Modifications of ecosystem model (extending of ecosystem model with a carbon cycle)


To be able to represent the carbon cycle we extend the model with two additional state variables: total carbon (CT) and total alkalinity (AT). The CT was introduced to model using the Redfield (106:16:1) C:N:P ratio. The equation for CT follows the equations of nitrate and phosphate. It includes sink due to primary production and sources due to miniralization of dead organic material (in the water column and in sediments) and respiration and excretion of phytoplantkon and zooplankton. The CO2 surface flux was parameterized as follows:



CTflux = k∗k0∗(pCO2 − pCO2 atm)




 (1)

where k is the gas-transfer velocity, k0 is the CO2 solubility constant, pCO2 is the surface-water CO2 partial pressure, and pCO2atm is the atmospheric CO2 partial pressure. Modeled CT, AT , phosphate concentration, temperature and salinity were used to calculate pCO2 in the water column. The CO2 solubility constant, k0, was calculated according to the method described in Weiss 1974. To calculate pCO2 at the sea surface, the value-iteration method based on the equations of Dickson and Goyet [1994] was used. These calculations entailed the use of thermodynamic equilibrium constants, after Dickson and Millero [1987]. The gas-transfer velocity (k) was calculated according to the method of Wanninkhof (1992).  AT  was implemented in the model as a passive tracer. This assumption is justified because calcifying organisms are virtually absent in the Baltic Sea (Tyrrell et al., 2008) and thus no significant internal changes in AT occur except for the negligible AT increase by nitrate assimilation. Change of the AT due to the anoxia is missing with such kind of assumtion hovewer it has an reversible effect (re-oxidation of the products of sulfate reduction ) and should not significant change AT dynamics.

2.2. Scenarios and forcing


Several simulations were performed to assess the Baltic Sea carbon cycle dynamics in the present and future climate.  Hindcast simulation (1961-2008) was forced by dynamical down-scaled ERA40 atmospheric forcing by regional Rossby Centre Atmosphere model (RCAO).  Greenhouse gas scenario IPCC A1B  (Inter-governmental Panel on Climate Change, 2009) was used to conduct six transient (1961-2100) climate scenarios. To force our model results of two global circulation models HadCM3 (Met Office, UK’s National Weather Service, 2011) and ECHAM5 (Max-Planck Institut for meteorology, 2011) were down-scaled by RCAO model as well.  Three nutrient loads scenarios REF (“reference”), BAU (“business as usual”) and BSAP (“Baltis Sea Action Plan”) for each of the meteorological forcings were applied in climate simulations for the period from 2007 to 2100. REF is a scenario with an assumption of current nutrient loads. BAU is a scenario with current nutrient atmospheric deposition and increase nutrients concentrations in rivers following the growth of agriculture in the projection from HELCOM, 2007. Scenario BSAP imply decrease of nutrients loads from land according to HELCOM, 2007 and reduction of atmospheric depositions by a half (Meier et. all 2011). 


Observed rivers concentrations of AT and CT  (provided by BONUS/BALTIC-C project) and alkalinity – salinity relations for different basins follow  Hjalmarsson et al., 2008 were used to construct  the climatology concentrations of AT and CT in the model rivers. Assumption of absence of inter-annual variability in the model rivers AT and CT concentrations was forced by to the lack of observational data. Due to this assumption model looses the information about AT and CT loads due to the change of agricultural politics. However, changes in the river-flow due to changes in precipitation alter the total AT and CT loads to the model basins. 


The pCO2 atm values from IPCC scenarios (A1B) with added seasonal cycle were used for scenarios with atmospheric forcing from HadCM3 model. For scenarios with forcing from ECHAM5 model and for hindcast simulation with ERA40 forcing linearly increasing pCO2atm values were used. Thus, pCO2atm  concentrations in the year 2100 reach the values of about 500 μatm in case of ECHAM5 scenarios, that is about 200 μatm less then in scenario A1B by IPCC. However, linear increase of atmospheric pCO2 subject to seasonal cycle describe the current pCO2atm  values well enough (Omstedt et al. 2009).

3. Results. 


In this manuscript we will focus on the dynamics of the carbon system parameters and will avoid the overlapping with other publications focused on the analysis of different processes (  Meier et al. 2012, Neumann et al. 2012,) using the results of the same simulations.

3.1. Vertical profiles.


Fig. 2 shows the averaged vertical profiles of modeled and observed AT and CT . We have chosen 5 stations in different basins to compare the results of model runs with observations. Positions of the stations are mapped on fig. 1(a). Observed data were derived from the ICES Database (ICES data). The period of averaging was 1978-2005.


The data of the observed pH, alkalinity, temperature, salinity and phosphate were used to construct the “observed” total carbon. Alkalinity values of observations were used as given in the ICES data base. 

3.2. Hindсast simulation.


First we compare the results of the hindcast simulation (black lines at fig. 2 ) that was performed with ERA 40 forcing. In general, the mean values of the modeled AT and CT are within one standard deviation of the observations, with some exceptions. Modeled AT in the regions with frequent anoxic conditions is lower than observed. It is reflecting the fact that model does not take into account changes in the AT due to anoxic conditions. Modeled profiles at the station in the Arkona Sea corresponds well to the observed ones.  AT at the station in the Borholm Sea is slightly less than the observed one both at the surface and near the bottom. Model results of the central station of the Gotland basin are in good agreement with observations in the upper part of the water column both for AT and CT. However, in the lower part characterized by mostly permanent anoxic conditions the modeled AT values are decreased.  At the same time difference between the observed and modeled AT near the bottom match the increase of the AT due to the presence of hydrogen sulfide.  Shapes of the CT and AT profiles at the station in the Bothian Sea were not catched by the model quiet well. However mean profile of AT is still in the one standard deviation from the observed one. Also, modeled CT is too high in the Bothnia Sea.  CT and AT were in the range of the observations at the station in the Gulf of Finland, with the exceptions of too high concentration of CT near the bottom. 

3.3. Control simulation.


Blue and red lines on fig. 2 show the results of the simulations with climate forcing (Echam5 and HadCM3 respectively) during the control period. In simulation with ECHAM5 forcing AT and CT  are biased at most of the stations. Simulation with ECHAM5 forcing is characterized by the decrease of salinity during the first decade from the start of the simulation. AT and CT follow this decrease. However shape of the profiles were similar to results of hindcast simulation. Moreover, vertical gradients are well reproduced. Profiles of simulation with HadCM3 forcing are close to the hindcast. AT and CT concentrations at the west and in central parts of the Baltic Sea were less than in the control simulation, while mean values were higher at the Bothian Sea and in the Gulf of Finland stations. Most of the profiles are still within one standard deviations from the observations for the simulation with HadCM3 forcing with the same exceptions as for the hidncast simulation.

3.4. AT horizontal fields


Using the AT data from the ICES data base we have constructed the average surface AT distribution over the Baltic Sea (see fig. 3(a)). On the fig. 3(b,c and d) the averaged surface AT of the hindcast simulation and the two control simulations ECHAM5 and HadCM3 are shown, respectively. Structure of the horizontal AT distribution is well reproduced by model. Strong gradients of AT from the north Kattegard to the Arkona Sea as well as in the Gulf of Finland, the Bothnian Sea and the Bothnian Bay were well captured by all three simulations. Above it was shown that the surface AT in the simulation ECHAM5 were less nearly everywhere compare to the observations. However, structure of the field is well represented by the model. Observations show high AT near the shore in the south and southeast, and at the same time low AT in the north parts of the Baltic Proper. All simulations showed same patterns. The two lower fields in fig. 3(e,f) show differences between projections and the control period (changes between 2069-2098 and 1978-2005).  Both scenarios show decrease of the surface AT that follows the decrease of salinity in all modeled regions of the Baltic Sea. However, decrease of AT was different in different regions. Most affected regions were the southern part of the Bothnian Bay, the Bothnian Sea and the north part of the Baltic Proper in both simulations. The simulation with ECHAM5 forcing (fig. 3(f)) also showed strong decrease of AT in the central part of the Baltic Proper. Changes of the surface AT at the Gulf of Riga were not so strong as in the rest of the Baltic. 

3.5. Changes of AT and CT in climate projections.


Changes of CT and AT at the monitoring stations are show at fig. 4. Both scenarios show the decrease of AT and CT in a whole water column. The only exception was the deep part of the Gotland Basin (station BY15) where concentration of CT were increased in the scenario with HadCM3 forcing. Decrease of AT was more significant at the surface layer then near the bottom at stations in the Baltic Proper (BY2,BY5 and BY15). According to A1B scenario atmospheric pCO2 increase more than two times compared to the present state. Moreover, in both scenarios which we setup the carbon loads from land increased as well. Nevertheless CT follows the decrease of AT near the surface in both scenarios. 

Different loads scenarios indicate no significant differences of CT concentrations near the surface.   That can be explained by the fact that surface CT concentrations are mainly controlled by the atmospheric pCO2. However the decrease of CT concentration differ between the nutrients loads scenarios in more deep part of the water column. Most significant decrease of CT concentration is in the BSAP scenario. In the BAU scenario decrease of CT concentration is partly compensated by the increased flux of particulate organic matter from the upper layers due to the increased primary production.  Scenario HadCM3 indicates the increase of CT in the deep part of the Baltic Proper. Nevertheless, the Baltic Sea mean CT was decreased (see fig. 5).  Fig. 5 shows changes of the average concentrations of the AT and CT. Both climate scenarios show the decrease of about 150 mmol/m3  of volume mean AT during the next 100 years. The dynamics of volume mean CT were similar to AT. However, CT decreased only for about 80 and 120 mmol/m3 in HadCM3 and ECHAM5 scenarios, respectively. Both climate simulations indicate that salinity to alkalinity relations change in the future climate. Thus, comparing the present and future relations in the form AT=a*Salinity+b coefficient a has the trend to increase in all regions except of the Gulf of Riga where it decreases. At the same time the value of b decreases allover except for the region of the Gulf of Riga.

3.6. AT and DIC export from the Baltic Sea 


In Table 1 the mean transports of water flow, DIC and AT from the Baltic Sea to the North Sea via the Danish straits are compared for different simulations and two time periods. Standard deviations in the table were calculated from the annual mean values. Previous estimations of net water flow and the corresponding DIC export by Thomas et al. 2005 and  Hjalmarsson et al. 2010 give  500 and 340 km3 yr-1 and 11e1011 and  4.5±0.03e 1011 mol C yr-1,  respectively, compared to 473±157 km3 yr-1 and 6.3±2.7e1011  mol C yr-1  in current investigation with the hindcast simulation. Net DIC and water transport values resulted from the simulations with climate scenarios during the control period as well as for the hindcast simulation are in the range of previous estimates. However, our simulations show high inter-annual variability of both parameters. Net AT transports is slightly smaller than the net DIC transports and have bigger inter-annual variability in all simulations. Both climate simulations show the increase of net water flow, DIC and AT transports in the future climate. At the same time the increase of DIC and AT was less than the increase of net water flow transports. Thus, mean DIC and AT concentrations of exported water are decreasing.  

3.7. Surface pH changes.


Simulations with different nutrient loads show no significant differences between them in the surface pH values. In BAU scenarios seasonal variability of surface pH were slightly higher compare to BSAP simulations at the end of the climate simulations due to the stronger primary production induced by higher nutrients concentrations; however, difference is insignificant. At the same time pH values decrease followed by the increase of CO2 concentrations in the atmosphere. At the end of the simulations with pCO2atm  by IPCC A1B scenario pH decrease by about 0.27 pH units at most of the stations, that is quiet well explained by the increase in atmospheric pCO2. However, station in the Gulf of Riga shows the decrease of surface pH by only 0.25 pH units and station in the Bothnian Bay indicate the decrease of pH by about 0.33 pH units. 

3.8. Discussion.


In our model the assumption of total alkalinity as a passive tracer of water mixing has been used. Certainly, various biogeochemical processes such as uptake of nutrients during the primary production, denitrification, nitrification, sulphate reduction, sulphid oxidation and others influence the total alkalinity (D.A. Wolf-Gladrow 2007). However, these processes which alter the production or reduction of HNO3 play a minor role in AT dynamics (Wei-Jun Cai 2011). Moreover, such an important player as calcifying organisms are virtually absent in the Baltic Sea (Tyrrell et al. 2008). Anaerobic oxidation of organic matter increase AT due to the production of hydrogen sulfide. At the same time hydrogen sulfide would be oxidized due to the vertical and lateral water mixing and total alkalinity would decrease, thus on the whole AT would not change. The effect of not including in the model the changes in alkalinity due to anaerobic conditions are shown on the vertical profiles of AT  in deep part of the Gotland deep region when difference between observed and modeled AT match the increase of the AT due to the presence of hydrogen sulfide. Additionally, current parameterization of alkalinity does not take into account processes on sediment-water column boundary which can influences alkalinity dynamics. Nevertheless, effects of this processes on dynamics of total alkalinity should be examined in more details in the future modeling works. However, we can suggest that extending of alkalinity equation to include the internal processes in the model would not significantly change the overcome results of our simulations.


Another probably more important uncertainty in the current version of the model is the AT and CT river loads. Due to the fact that AT and CT concentrations in the model rivers are based on a climatology or constants due to the absence of measurements covering the whole Baltic Sea catchment area and the time period one can have doubts that model reproduces well enough the inter-annual or in some cases seasonal dynamics of CT and AT. However, modeled 30 years average values are in good agreement with the observations. Significant improvements of this uncertainty would be achieved by coupling of the Baltic Sea catchment area models with the ocean models.


Well represented by the model vertical profiles of CT  in the Arkona Sea and in the Kattegat region can indicate that the model reflects well the export of CT from the Baltic Sea to the North Sea. At the same time model overestimates the bottom alkalinity in the Kattegat region that can impact mean values of AT export. Climate simulation shows that with the increase of CT loads from land due to the increase of river runoff to the Baltic Sea transport of DIC to the North Sea during the next 100 years increases. At the same time, mean CT concentration in exported water decreases with a time.

4. Conclusions.


Presented work is one of the first attempts to simulate the dynamics of the carbon cycle in the Baltic Sea with a full three-dimensional ecosystem model. This was done by extending the stat-of-the-art ecosystem model ERGOM with a simple carbon cycle. The results of the hindcast simulation and two control simulations are in good agreement with observations. Moreover we have presented two climate projections with 3 loads scenarios reflecting the possible development of the carbon system dynamics in the Baltic Sea.


Scenarios of the climate projection show the decrease of salinity (Meier et al. 2006, Neumann 2010, Meier et al. 2011, Neumann et al. 2012, Meier et al. 2012) mainly due to the increase of runoff and precipitation. At the same time mean alkalinity and total carbon also decrease despite of the increase of alkalinity and total carbon loads. Simulated climate scenarios show that the mean alkalinity and total carbon concentrations of the Baltic Sea decrease for about 150 mmol m-3 and 80-120 mmol/m3,  respectively, following the decrease of salinity. Moreover, alkalinity to salinity relations change in future climate due to that salinity decreases “faster” than alkalinity. 


Performed climate simulations shows further surface pH decrease following the pCO2atm increase. At the same time dynamics of surface pH mostly controlling by chosen climate scenarios. Moreover there were no significant differences in surface pH values between the simulations with the different nutrient loads scenarios. However, changes in pH due to the other factors then increasing pCO2atm were different for different regions of the sea.


Our hindcast simulation shows the mean net water outflow from the Baltic Sea and the corresponding DIC of 473±157 km3 yr-1 and 6.3±2.7e1011  mol C yr-1, respectively, that is in agree with the previous estimates. Climate simulations indicate that the net water outflow from the Baltic Sea increases due to the increasing fresh water supply. At the same time export of the total alkalinity and the dissolved inorganic carbon from the Baltic Sea to the North Sea has the trend to increase from 11% to 18% depending on the climate scenario.

Acknowledgments.


This study has received funding from the European Community’s Seventh Framework Programme (FP/2007-2013) under grant agreement 217246 made with the joint Baltic Sea research and development programme BONUS. Supercomputing power was provided by HLRN (Norddeutscher Verbund für Hoch- und Höchstleistungsrechnen). We thank the modeling group of the Baltic Sea Research Institute for providing support for the circulation  model. We thank Matti Perttilä from Finnish Meteorological Institute and BONUS/BALTIC-C project for providing the data of river discharges of carbon-related compound.

References.


Cai, W.-J., Hu, X., Huang, W.-J., Murrell, M. C., Lehrter, J. C., Lohrenz, S. E., Chou, W.-C., Zhai, W., Hollibaugh, J. T., Wang, Y., Zhao, P., Guo, X., Gundersen, K., Dai, M., Gong, G.-C., Nov. 2011. Acidiﬁcation of subsurface coastal waters enhanced by eutrophication. Nature Geosci 4 (11), 766–770.


Caldeira, K., Wickett, M. E., Sep. 2003. Oceanography: Anthropogenic carbon and ocean pH. Nature 425 (6956), 365–365.


Dickson, A., Goyet, C., 1994. DOE handbook of methods for the analysis of the various parameters of the carbon dioxide system in sea water, Version 2.0.


Doney, S., Fabry, V., Feely, R. ., Kleypas, J., 2009. Ocean acidiﬁcation: The other co2 problem. Annual Review of Marine Science 1, 169–192.


Guinotte, J. M., Fabry, V. J., 2008. Ocean acidiﬁcation and its potential eﬀects on marine ecosystems. Annals of the New York Academy of Sciences 1134 (1), 320–342.


Hjalmarsson, S., Anderson, L. G., She, J., 2010. The exchange of dissolved inorganic carbon

between the Baltic Sea and the North Sea in 2006 based on measured data and water transport estimates from a 3d model. Marine Chemistry, 121 (14), 200 – 205.


ICES, 2009. ICES Dataset on Ocean Hydrography. The International Council for the Exploration of the Sea, Copenhagen.


IPCC, 2007. Intergovernmental panel on climate change. http://www.ipcc.ch
Meier, H. E. M., Kjellstrm, E., Graham, L. P., 2006. Estimating uncertainties of projected Baltic Sea salinity in the late 21st century. Geophys. Res. Lett. 33 (15), L15705, doi:10.1029/2006GL026488.


Meier, H. E. M., Andersson, H. C., Eilola, K., Gustafsson, B. G., Kuznetsov, I., Mller-Karulis, B., Neumann, T., Savchuk, O. P., 2011. Hypoxia in future climates: A model ensemble study for the Baltic Sea. Geophys. Res. Lett. 38 (24).


Meier, H. E. M., Mller-Karulis, B., Andersson, H. C., Dieterich, C., Eilola, K., Gustafsson, B. G., Hglund, A., Hordoir, R., Kuznetsov, I., Neumann, T., Ranjbar, Z., Savchuk, O. P., Schimanke, S., 2012. Impact of climate change on ecological quality indicators and biogeochemical ﬂuxes in the Baltic Sea a multi-model ensemble study. AMBIO (submitted).


Neumann, T., 2000. Towards a 3D-ecosystem model of the Baltic Sea. Journal of Marine Systems 25 (3-4), 405–419.


Neumann, T., Fennel, W., Kremp, C., 2002. Experimental simulations with an ecosystem model

of the Baltic Sea: A nutrient load reduction experiment. Global biogeochemical cycles 16 (3), 450.


Neumann, T., Kuznetsov, I., Meier, M., Eilola, K., Gustafssonc, B., Savchukc, O., 2012. Extreme events in the Baltic Sea in a changing climate. AMBIO, (submitted).


Neumann, T., Schernewski, G., 2008. Eutrophication in the Baltic Sea and shifts in nitrogen ﬁxation analyzed with a 3D ecosystem model. Journal of Marine Systems 74 (1-2), 592–602.


Omstedt, A., Gustafsson, E., Wesslander, K., 2009. Modelling the uptake and release of

carbon dioxide in the Baltic Sea surface water. Continental Shelf Research 29 (7), 870 – 885.


Thomas, H., Bozec, Y., de Baar, H. J. W., Elkalay, K., Frankignoulle, M., Schiettecatte, L.-S., Kattner, G., Borges, A. V., 2005. The carbon budget of the North Sea. Biogeosciences 2 (1), 87–96.


Tsunogai, S., Watanabe, S., Sato, T., 1999. Is there a ”continental shelf pump” for the absorption of atmospheric CO2 ? Tellus B 51 (3), 701–712.


Tyrrell, T., Schneider, B., Charalampopoulou, A., Riebesell, U., 2008. Coccolithophores and calcite saturation state in the baltic and black seas. Biogeosciences 5 (2), 485–494.

Urho, L., Hilde’n, M., Hudd, R., 1990. Fish reproduction and the impact of acidiﬁcation in the Kyronjoki river estuary in the Baltic Sea. Environmental Biology of Fishes 27, 273–283, 10.1007/BF00002746.


Wanninkhof, R., 1992. Relationship between wind speed and gas exchange over the ocean. Journal of Geophysical Research 97(C5), 7373–7382.


Weiss, R., 1974. Carbon dioxide in water and seawater: the solubility of a non-ideal gas. Marine Chemistry 2 (3), 203 – 215.


Wolf-Gladrow, D. A., Zeebe, R. E., Klaas, C., Krtzinger, A., Dickson, A. G., 2007. Total alkalinity: The explicit conservative expression and its application to biogeochemical processes. Marine Chemistry 106 (1-2), 287–300, 10.1016/j.marchem.2007.01.006.

