
4.3 Projections of future climate change
This section deals with model-based projections of anthropogenic climate change in the Baltic Sea Basin. The range of subjects includes results from numerical climate models as well as other kinds of models regarding changes in atmosphere and ocean, and goes on to cover resulting consequences for the hydrological situation in the Baltic Sea Basin. The time scale of such projections is normally around 100 years, usually a comparison of projections for the middle or the end of the current century, compared to the state in the end of the 20th century. This is a choice mostly resulting from the fact that anthropogenic climate change on this time horizon is expected to be beyond the uncertainty range of natural variability.

Since the first Baltic Sea Assessment (BACC, 2008), a large number of projects and simulations have contributed to to the advancement of information on expected climate change in the Baltic Sea Region. The fourth IPCC assessment report (IPCC, 2007) has summarised many of the relevant studies, and many more analyses have come forth since then, particularly based on the simulations of the EU FP6 ENSEMBLES project (van der Linden and Mitchell, 2007).
4.3.1. Atmospheric change in the Baltic Sea region
Ole Bøssing Christensen, Erik Kjellström and Eduardo Zorita
4.3.1.1 Introduction
A comprehensive summary of existing scenarios for the Baltic Sea Region up to 2006 was published in the first Assessment of climate change for the Baltic Sea Basin (BACC, 2008). Since the first BACC report, several large systematic efforts have been undertaken to perform numerical model simulations and extract knowledge about anthropogenic climate change. At the international level, a large number of global climate change scenarios have been produced over the last decades in climate model intercomparison projects (CMIP), often in connection with the work on the latest IPCC assessment reports (IPCC, 2001; IPCC, 2007). Most recently, the fourth IPCC report (IPCC, 2007) built on the World Climate Research Programme's (WCRP's) Coupled Model Intercomparison Project phase 3 (CMIP3) multi-model dataset (Meehl et al., 2007a) with the participation of many global climate models, and use of several SRES scenarios (previous section; Nakićenović et al., 2000).

At the European level, some of these scenarios have been dynamically or statistically downscaled to a higher horizontal resolution allowing for detailed analysis of climate change on local to regional scale. Regional climate model (RCM) simulations in the PRUDENCE project (Christensen and Christensen, 2007) have been analysed, and simulations from the ENSEMBLES project (van der Linden and Mitchell, 2009) have been made publicly available and analysed (e.g. Déqué et al., 2011; Hanel and Buishand, 2011; Kyselý et al., 2011; Räisänen and Eklund, 2011) and used for impact studies (e.g. Wetterhall et al., 2011). Finally, at the Baltic level, several national initiatives have resulted in extensive analyses of possible climatic futures for areas including the Baltic Basin (e.g. Lind and Kjellström, 2008; Kjellström and Lind, 2009; Kjellström et al., 2011; Nikulin et al., 2011; Benestad, 2011).

Probabilistic climate change information has been derived from the global climate model (GCM) scenarios (Räisänen, 2010) and the regional climate model scenarios (Buser et al., 2010; Donat et al., 2011). In addition, the wider range of GCM scenarios has been used to set regional scenarios in a broader context (Lind and Kjellström, 2008).
This chapter relies on existing literature on climate change scenarios with focus on northern Europe and in particular the Baltic Sea region. Some original summarizing plots of public data from the ENSEMBLES project have been added. This has been decided, since not all of the expected analysis of the ENSEMBLES archive has yet been published; at the same time this collection of RCM data is an essential improvement on the state of the science since the first BACC report. For a more elaborate description of global climate models (GCMs) and downscaling techniques see IPCC (2007) and BACC (2008) and references therein. Much literature exists related to past and present climate change in the Baltic, and conversely about future climate at the European scale, but there is not much targeted research on expected future climate change in the Baltic area.
4.3.1.2 Emission scenarios
The SRES emission scenarios (Nakićenović et al., 2000) were used in simulations for IPCC (2007). Hence, most existing climate change scenarios build on these emission scenarios that are based on different storylines for the future development of world population and economy. All SRES scenarios show increasing amounts of greenhouse gases in the atmosphere leading to increasing global temperatures. Depending on scenario, the amplitude of climate change differs, implying a notable impact of mitigation actions even if such actions are not explicitly taken into account in the SRES scenarios. The differences in emissions between high and low emission scenarios lead to different climate change most notably in the latter half of the 21st century. In the nearest few decades much of the expected warming is already accounted for by historical and current emissions.
Most downscaling experiments build on the SRES scenarios A2, A1B and B2, implying that the more extreme scenarios (A1FI on the high side and B1 on the lower side) have not been studied as extensively. Pattern-scaling techniques have been used in order to “translate” information between scenarios including also the more extreme scenarios (e.g. Ruosteenoja et al., 2007; Kendon et al., 2010). Regional simulations for Europe with low-emission stabilization scenarios exist with the ENSEMBLES E1 stabilisation scenario, see ???. Also a very high emission scenario downscaling has been performed (RCP 8.5, see Christensen (2011)). However, none of these simulations have been analysed in the literature ((OBC: This needs to be checked/updated)), and no studies with specific focus on the Baltic Sea Basin have been performed.
The upcoming IPCC Fifth Assessment Report will correspondingly receive data from the CMIP5 project, which will contain output from many more models, according to the new family of RCP emission scenarios (van Vuuren et al., 2011). Simulations for this archive have only started to come in at the time of writing, the end of 2011, and no publications have at this time made use of any CMIP5 data.

4.3.1.3 Global climate model simulations

Most regional climate change information from global models in the last few years originate from the CMIP3 project underlying IPCC (2007). In that project about 20 different coupled atmosphere-ocean general circulation models were used in a number of different experiments including simulations of the 20th century with observed forcing and a number of SRES emission scenarios for the 21st century. In addition to GCM and scenario uncertainty, also uncertainty due to natural variability was considered in CMIP3. This was accomplished by multiple simulations with individual GCMs differing only in initial conditions. Extensive documentation of model performance and climate change projections are given in IPCC (2007).
4.3.1.4 Regional climate models

Downscaling of global climate model results to the regional scale have been pursued with a number of regional climate models in the context of EU-projects (like PRUDENCE and ENSEMBLES), other international projects (Climate and Energy Systems in the Nordic region; Kjellström et al., 2012) and as national efforts (e.g. Iversen, 2008; Kjellström et al., 2011). Most of the existing scenarios are at 50 or 25 km horizontal resolution but attempts have been made at even higher resolution (around 12 km in Larsen et al., 2009; 10km in Jacob et al. (2008). In addition to downscaling of climate change scenarios, also so-called reanalysis data sets have been extensively downscaled in recent years (e.g. Christensen et al., 2010; Samuelsson et al., 2011). These experiments facilitate a comparison of RCM results to observational data in the most recent decades and thereby an evaluation of the RCMs.
4.3.1.5 Temperature climate

Temperatures in the Baltic Sea area are expected to increase with time and the increase is generally larger than the corresponding increase in the global mean temperature. This is to a large degree a result of a strong wintertime increase (Figs 4.3.1, 4.3.3) that is a result of feedback mechanisms involving retreating snow and sea ice cover thereby leading to even higher temperatures. –A reduced snow and ice cover will enhance absorption of sunlight, and enable heat to be stored in the soil.

The strong increase in wintertime daily mean temperatures are most pronounced for the coldest episodes (Kjellström, 2004) and this is also the case for the more extreme daily maximum and minimum temperatures (Kjellström et al., 2007; Nikulin et al., 2011) with significant decrease in probabilities of cold temperatures (e.g. Benestad, 2011). In summer, warm extremes become more pronounced than they are in today’s climate. As an example, Nikulin et al. (2011) show that the recurrence time for warm extremes as defined in today’s climate are reduced from 20 years to around 5 years in Scandinavia comparing 2071-2100 with 1961-1990 in an ensemble of six RCM simulations, all downscaling GCMs under the A1B emission scenario.
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Figure 4.3.1. Projected temperature change in northern Sweden as calculated in 23 CMIP3 AOGCM-simulations under the SRES A1B scenario (Lind and Kjellström, 2008). 30-year averages of monthly mean data has been compared between 1961-1990 and 2071-2100. The thick grey line is an average of all individual model results while the dashed line indicates no change.
In Fig. 4.3.1 we show the annual cycle of temperature change for northern Sweden according to 23 different CMIP3 GCM simulations. The increase in temperature is evident in all seasons. We note that there is a large spread between different GCMs in their response to the changing forcing. This large spread is directly reflected in downscaling studies. Figure 4.3.2 shows an example results from 16 regional climate change simulations with the Rossby Centre regional climate model (Kjellström et al., 2011). These simulations include different emission scenarios, different forcing global climate models and also different ensemble members allowing an illustration of the uncertainties related to climate change discussed in Section 4.1.???. It is clear that the spread due to different GCMs contributes strongly to the overall uncertainty in this area. We also note that the overall uncertainty increases with time, as the spread between all 16 scenarios gets larger in the third period compared to the first. Further, the impact of different emission scenarios increase over time as can be seen by comparing the three scenarios A2, A1B and B1 simulated by the same ensemble member of ECHAM5 (denoted M, A and P in the figure). Finally, the three ECHAM5 A1B simulations with different ensemble members differing only in initial conditions (A, B and C) show a large spread illustrating the fact that natural variability contributes to the uncertainty also on longer time scales such as the 30-year time used here.
[image: image2.wmf]
Figure 4.3.2. Change in annual mean precipitation (%) versus T2m ((C) over all land grid points in the Baltic Sea runoff region. Emission scenarios and forcing AOGCM for each RCA3-simulation are given in the legend (A-P). Simulated changes are shown for three different time periods; (1) 2011-2040, (2) 2041-2070 and (3) 2071-2100. The grey line is a least-square fit to the data (the slope k is 5.0% per (C and the correlation coefficient r is 0.93).
An ensemble of 11 RCM simulations from the ENSEMBLES project has been analysed here, resulting in the maps of Fig. 4.3.3. They are summarised in Table 4.3.1. The criteria for selection has been that they extended to the end of the 21st century, and that they were not driven by the low-and high-sensitivity GCM simulations from the Hadley Centre (Collins et al., 2011). For each point and each of the 11 simulations, there is a value of the quantity in question, e.g. the change in summer temperature between 1961-1990 and 2070-2099. As an estimate of the spread, the 11 numbers are sorted, resulting in an approximate 5th percentile corresponding to the lowest value, a median, and an approximate 95th percentile.
Table 4.3.1 Selection of ENSEMBLES RCM simulation used in this section. All simulations follow the SRES A1B scenario. For documentation on the individual models, see http://ensemblesrt3.dmi.dk/.
	Acronym
	GCM
	RCM

	ICTP-REGCM3_ECHAM5
	ECHAM5
	RegCM3

	MPI-M-REMO_ECHAM5
	ECHAM5
	REMO

	SMHIRCA_ECHAM5-r3
	ECHAM5
	RCA

	KNMI-RACMO2_ECHAM5
	ECHAM5
	RACMO2

	DMI-HIRHAM5_ECHAM5
	ECHAM5
	HIRHAM5

	SMHIRCA_BCM
	BCM
	RCA

	DMI-HIRHAM5_BCM
	BCM
	HIRHAM5

	DMI-HIRHAM5_ARPEGE
	ARPEGE
	HIRHAM5

	CNRM-RM5.1_ARPEGE
	ARPEGE
	Aladin

	ETHZ-CLM_HadCM3Q0
	HadCM3
	CLM

	METO-HC_HadRM3Q0_HadCM3Q0
	HadCM3
	HadRM3


An inter-model spread similar to that in Figs 4.3.1 and 4.3.2 is seen again in Fig. 4.3.3 reflecting also an uncertainty related to the choice of RCM-GCM combination. The north-south trend of highest warming in the north in winter is general, but there is a spread in the magnitude of the change. This spread is much smaller compared to that shown in Figure 4.3.1 and we stress the fact that an RCM ensemble sampling more of the GCM uncertainty would likely result in a larger spread. Summer warming in the Baltic Basin is smaller than winter warming, and it is comparatively homogeneous across the area. The highest warming in the ensemble is largest in the southeast, however. This is related to the large-scale pattern of warming in Europe with strongest summertime warming in southern Europe. Similar results also exist for other GCM/RCM-combinations (e.g. Christensen and Christensen, 2007; Kjellström et al., 2011). The results shown in Fig. 4.3.3 are consistent with the results for an earlier time period (2021-2050) based on a larger ensemble of RCM-GCMs as presented by Déqué et al. (2011). They find that even though the total uncertainty related to choice of model combination (GCM/RCM) and sampling (natural variability) is considerable, it is not large enough to mask the temperature response, not even at the 2021-2050 time frame.
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Figure 4.3.3. Simulated temperature change ((C) between 1961-1990 and 2071-2099 according to SRES A1B. Left column: Winter (DJF), right column: Summer (JJA). Upper row: Pointwise smallest result (5th percentile). Middle row: Pointwise median result (50th percentile). Lower row: Pointwise largest result (95th percentile). All these figures will be redone in Draft 2 with a readable typeface and with a Baltic-Basin boundary like in BACC1
4.3.1.6 Precipitation climate

In response to a future warmer atmosphere that can hold more moisture, climate models project an intensification of the global hydrological cycle (e.g. Held and Soden, 2006). On a European scale this implies more precipitation in northern Europe and less in the south in both winter and summer (Christensen et al., 2007). On an annual mean basis precipitation in the Baltic Sea runoff region is projected to increase and there is a strong correlation to the increase in temperature (Fig. 4.3.2). In between areas with projected increase in the north and decrease in the south there is a broad zone extending some 500-1000 km or more where only small changes are projected (e.g. Kjellström et al., 2011). This border zone moves with the seasons and is located more to the south in winter and more to the north in summer. As a consequence, precipitation is projected to increase in the entire Baltic Sea runoff region in winter, while in summer increases in precipitation are mostly projected for only the northern parts of the basin. In the south, precipitation is projected to change only little, though with a large spread between different models including both increases and decreases.

In Fig. 4.3.4 we show the annual cycle of precipitation change for northern Sweden according to the same CMIP3 simulations as in Fig. 4.3.1. A look at the change in the seasonal cycle reveals that the uncertainty is larger than for temperature and that the range of simulations encompasses both increasing and decreasing precipitation during summer.
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Figure 4.3.4. Projected precipitation change in northern Sweden as calculated in 23 CMIP3 AOGCM-simulations under the SRES A1B scenario (Lind and Kjellström, 2008). 30-year averages of monthly mean data has been compared between 1961-1990 and 2071-2100. The thick grey line is an average of all individual model results while the dashed line indicates no change.
In Fig. 4.3.5 we see the range of relative precipitation change for the same 11 ENSEMBLES simulations as in Fig. 4.3.3. For both seasons there is a clear north-south gradient: The further north, the more positive the change. An exception to this is the Norwegian west coast where relatively small increases, or even decreases, are projected in winter and in some case also in summer. This relatively small increase is related to changes in the large-scale atmospheric circulation as the wind direction relative to the Scandinavian mountains to a large degree determines the sign of change (e.g. Räisänen et al., 2004). We see a definite increase in winter and changes of both signs in summer with an indication of a positive signal in the southernmost parts of the area. With a larger set of ENSEMBLES simulations, but a nearer future period, Déqué et al. (2011) find significantly positive summer precipitation signals for almost all land points in the Baltic Sea catchment. As discussed above for temperature we note also here that the spread in Fig. 4.3.5 may be different given another set of GCM/RCM combinations as indicated by the spread in the larger range of GCMs in Fig. 4.3.4.
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Figure 4.3.5. Like Fig. 4.3.3, but for per cent change in average precipitation.
Extreme weather events are very important for many aspects of society. Extreme precipitation is responsible for urban flooding, and this aspect of climate change has received considerable attention. As the water-holding capacity of the atmosphere increases in the future warmer climate, also precipitation extremes are projected to increase (e.g. Lenderink and van Meijgaard, 2010).

Building on the PRUDENCE project, Christensen and Christensen (2003) showed that projections showing considerable decreases in average summer precipitation at the same time showed increased likelihood of very extreme precipitation. Heavier precipitation can be expected on different time scales from single rain showers to long-lasting synoptic scale precipitation.

It is likely that changes for shorter time scales may exceed those for longer time scales as indicated by Lenderink and van Meijgaard (2010). They show that change in hourly precipitation extremes in one RCM considerably exceeds the prediction from the theoretical Clausius-Clapeyron relation that sets an upper bound to the water vapor content in the atmosphere.

As an example of changes in daily precipitation, Nikulin et al. (2011) show that the recurrence time of precipitation extremes decrease from 20 years in the 1961-1990 period to 6-10 years in 2071-2100 for summer over northern Europe and to 2-4 years in winter in Scandinavia. Similarly, Larsen et al. (2009) show that the recurrence time for 20-year rain fall events on a 1-hour basis decrease to 4 years over Sweden based on a high-resolution RCM integration.
For the Rhine catchment, Hanel and Buishand (2011) investigated 15 RCM simulations from the ENSEMBLES project and found some overestimation of extreme precipitation when compared to a gridded observation set. The RCM models all project increases of extreme precipitation with long return periods.
An analysis covering 9 models from the ENSEMBLES project listed in Table 4.3.1 is illustrated in Fig. 4.3.6; the ICTP and CNRM models have been excluded from the extremes analysis, as they use a different grid projection than the others. In spite of the change in the number of models investigated, we still make the rough association of minimum and maximum among the models with a 5th and 95th percentile of the result, respectively. The change in 10-year return values of daily precipitation is shown. The median signal is consistently positive with very few exceptions. The increase in the Baltic Basin is of the same order for both summer and winter, but the inter-model spread is somewhat larger in summer, corresponding to the larger influence of local processes in this season. Comparing to the corresponding plots in Fig. 4.3.5 we see that the relative change in winter of the extreme looks very much like the relative change of average precipitation, indicating an unchanged shape of the intensity distribution function. The picture is very different for summer, where the change in extremes is considerably larger than the change in the average.
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Figure 4.3.6. Like Fig. 4.3.3, but for change in 10 year return value of daily precipitation.
4.3.1.7 Wind climate

Changes in the wind climate are even more uncertain than it is the case for the precipitation climate both for seasonal mean conditions and for extremes on shorter time scales (e.g. Kjellström et al., 2011; Nikulin et al., 2011). Figure 4.3.7 shows average changes over the Baltic Sea in 16 RCA3 simulations at three different time horizons in relation to the temperature change. It is evident that the correlation is much weaker than in the case of precipitation (cf. Fig. 4.3.1) and also that the changes are relatively small including mostly increasing, but also decreasing wind speed. In many of the integrations increasing wind speed is seen over ocean areas that are ice covered in today’s climate but not in the future climate, likely a result of reduced static stability in the lower atmosphere when the surface gets warmer (e.g. Kjellström et al., 2011).
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Figure 4.3.7. Change in annual mean wind speed (%) versus T2m ((C) over all ocean grid points in the Baltic Sea. Emission scenarios and forcing AOGCM for each RCA3-simulation are given in the legend (A-P). Simulated changes are shown for three different time periods; (1) 2011-2040, (2) 2041-2070 and (3) 2071-2100. The grey line is a least-square fit to the data (the slope k is 1.6% per (C and the correlation coefficient r is 0.53).
For the purpose of investigations into wind power potential, as well as into possible changes in storm damages, it is the strongest winds that are of interest. We have therefore chosen to look at the daily maximum wind speed instead of the daily average of wind speed. It should be kept in mind that such a maximum is an average over the model time step of several minutes, as well as over the grid square in question. The 11 ENSEMBLES RCMs of Table 4.3.1 are plotted in Fig. 4.3.8 for relative change in the daily maximum of wind speed on a seasonal basis. Note that the range is only a quarter of the range in Fig. 4.3.7. For both seasons the climate change is of uncertain sign with a slight tendency towards an increase, particularly over sea as also indicated for daily mean wind speed in Fig. 4.3.7. Similar results are seen for the corresponding analysis of average wind speed.
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Figure 4.3.8. Like Fig. 4.3.3, but for relative change in average daily-maximum wind speed.
Extremes of wind speed are relevant for expected changes in frequencies of wind storms, though it should be kept in mind that the wind speeds in RCMs are grid point averages as well as averages over model time steps of a few minutes. Potential for wind power is proportional to the third power of the wind speed, and it is therefore relevant for this to investigate extremes of wind power.
Donat et al. (2011) looked at mid-century as well as end-of-century changes of the annual 98th percentile of daily maximum wind in 14 ENSEMBLES RCM simulations. The ensemble average, like the driving GCMs, showed a tendency to an increase in a belt from the British Isles to the Baltic Sea, and a tendency to reduction in the Mediterranean area.
In Fig. 4.3.9 we plot the projected change in extreme wind speed, with the 10 year return value of daily-maximum wind speed as an example. The models are the same 9 ENSEMBLES models as in Fig. 4.3.6. It can be seen that there is a much larger spread than was the case for changes in the average. There is a very slight median increase in the lower part of the area in winter, consistent with Donat et al. (2011), as the highest wind extremes are found in winter and autumn. Generally there are changes of both signs over the entire area, so no systematic climate change in extreme winds can be observed for this area in the ENSEMBLES RCM data set.
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Figure 4.3.9. Like Fig. 4.3.3, but for change in 10 year return value of daily-maximum wind speed.

4.3.1.8 Snow

On the one hand, increasing temperatures are expected to lead to decreased snow cover, as more precipitation will fall as rain, and snow melt will be accelerated; on the other hand, anthropogenic climate change is expected to lead to an increased winter precipitation in Scandinavia, possibly compensating the former effect. Changes in snow cover from climate models needs to be analysed quantitatively in order to estimate the relative importance of these two counteracting changes. Data from the ENSEMBLES project have been analysed by Räisänen and Eklund (2011) with the clear conclusion that snow volume is going to decrease in the future, even though the Scandinavian mountain areas may experience slight and statistically insignificant increases. Such increases have earlier been reported by Schuler et al. (2006) in a detailed study for Norway based on two regional climate model scenarios forced with different GCMs. They also pointed out that in extreme years, the maximum amount of snow could very well be larger than that in extreme years in the recent past climate, even if it is reduced on average. In Fig. 4.3.10 below, one simulation with a known bug in the surface description has been ignored (DMI-HIRHAM5_ARPEGE). It has been judged that this error does not have a decisive influence on the temperature and precipitation development, but it leads to unrealistic changes in the snow cover. ((OBC: All analyses could be redone with just the 8, if reviewers think so))
The conclusion remains that only very small high-altitude mountain areas in few simulations may experience an increase in snow cover. The southern half of the Baltic Catchment is projected to experience significant reductions in snow cover with median reductions of around 75%.
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Figure 4.3.10. Like Fig. 4.3.3, but for relative change in average snow amount in winter. The minimum, the median, and the maximum relative changes are shown.
4.3.1.9 Statistical Downscaling

This section summarizes the literature on the application of statistical downscaling (SD) methods for the Baltic Sea area since the publication of the last BACC Report (2008). As described in previous sections in this chapter, SD methods aim at correcting in some way or another the output of climate model simulations, either with global climate models or regional climate models, to achieve a better estimation of climate change at scales of the same order or smaller than the resolution of the models. They have mostly been applied to climate variables that strongly depend on physical parameterizations within the models, like precipitation, cloudiness, extreme winds, since these parameterizations are usually quite uncertain and may lack general validity. The predictors used in SD should be, as also described in Section 4.2, large scale variables that are regarded as well simulated by climate models. These variables tend to be fields with large spatial coherence and that mostly depend on the dynamical core of the model, such as sea-level pressure (SLP) or geopotential height. However, one caveat that has to be borne in mind is that it is not assured that the predictors that best describe the variability of the predictand in the 20th century –which is the usual period to calibrate SD models– will also be the ones that best estimate the changes in the future climate. For instance, SLP and geopotential height are good predictors for observed seasonal mean winter precipitation in many areas of Western Europe. However, in future climates, precipitation changes will be brought about not only by the possible changes in the atmospheric circulation but also by changes in the water content of the atmosphere. Some analysis of SD methods in the virtual world provided by climate models seem to indicate that for the Baltic Sea area this latter contribution cannot be neglected (Frías et al., 2006).

For the Baltic Sea area, SD methods have been mostly applied to estimate future changes in hydrological variables like precipitation and run-off, and of storm-related variables like wind. The usual large-scale predictors are SLP and geopotential height. One particularity of the applications of SD to the Baltic Sea so far is the following: linear regression methods, such as principal component regression or variations of it, have generally been more frequently found in the literature. The applications for the Baltic Sea area have rather made use of non-linear methods, such as weather typing, fuzzy networks and clustering algorithms (see methodological section * in this chapter).

Rogutov et al. (2008) present a nice example of what a standard statistical downscaling method for precipitation would look like. The authors consider the whole of Western Europe and not only the Baltic Sea area, but the results are relevant for the latter area as well. The method used what is usually called principal components regression, which has been applied not only for downscaling purposes but also for climate reconstructions based on proxy data, since mathematically the problem is very similar. Both the predictor (SLP) and the predictand (precipitation) are decomposed by a previous principal component analysis and the leading components are retained for further analysis. This assures that the co-variance matrices that result in the regression analysis are not singular, avoiding over-fitting of the statistical model. There is no clear rule to determine the optimal number of retained principal components, but this number can be approximately estimated by sensitivity calculations until the skill of reconstructed predictand, when compared to observed data, does not grow. About half of the variability of winter precipitation in the last 50 years in Western Europe and, especially over Scandinavia, can be explained by the sea-level-pressure.
Linear regression methods produce predictands with the same probability distribution as the predictors. Since atmospheric circulation variables tend to be approximately normally distributed, linear SD methods may work well to estimate changes in monthly, seasonal or annual precipitation, which also tend to be approximately normally distributed. However, this is not the case for daily precipitation. In this case more sophisticated non-linear methods are needed, for instance those based on classification of weather types (see section *). Wetterhall et al. (2009) employ a classification scheme constructed on a fuzzy logic algorithm to estimate changes in daily precipitation over Sweden based on the output of the global climate model HadAM3H driven by the SRES scenarios A2 and B2 of future concentrations of greenhouse gases. They also employ a weather generator that takes into account the weather type and is able to replicate the serial autocorrelation of daily precipitation. The advantage of this approach is that it is in theory able to estimate changes not only of daily precipitation amounts and occurrence but also of block maxima, i.e. maximum 3-day or 5-day precipitation. Under these two scenarios, and conditional on the global climate model used, Wetterhall et al. (2009) find that precipitation in Sweden tends to increase in the 21st century, and that also the maximum 5-day precipitation tends to become larger (Fig. 4.3.11). This increase was not due to changes in the frequency of weather patterns in the future but rather was due to the increase of specific humidity in the atmosphere, roughly in accordance with the tests of SD methods in simulated climates conducted by Frías et al. (2006). These conclusions were reached by driving the SD method by different combinations of the meteorological forcing from the global climate model, as illustrated in Fig. 4.3.11. This figure shows first that the direct output of the global climate model is not able to reproduce well the annual cycle of precipitation of Sweden and it underestimates its amplitude and is biased high (panel c). The SD downscaling method improves the simulation by the global climate model and reproduces well the observed annual cycle when driven by the meteorological reanalysis or by a control simulation of the present climate (panel a). However, the SD method does not indicate large changes in precipitation when driven by scenario simulations excluding changes in the atmospheric specific humidity (panel a). Only when this variable is explicitly used to drive the SD method, are future precipitation changes evident (panel b)
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Figure 4.3.11. Observed, simulated and downscaled annual cycle of precipitation over Sweden. Bold line represents the observations; dashed line, output of the downscaling model driven by NCEP/NCAR reanalysis; thin lines, output of the downscaling model driven by a control climate simulation and by two SRES scenarios A2 and B2 with the model HadAM3. The statistical downscaling model did not include specific humidity as a predictor in panel a, but included it in panel b. Panel c shows the direct output from the global climate model HadAM3H for this region (see previous text for a more detailed explanation). From Wetterhall et al. (2009).

The downscaled precipitation can be used, in conjunction with temperature, to drive hydrological models and estimate changes in run-off in the future. However, there are important caveats that have to be borne in mind when applying climate model data to drive models of climate impacts, since climate impacts may be quite sensitive not only to the simulated relative changes in climate from the present state but also to the absolute level of temperatures and precipitation simulated by the climate model. Since climate models are very seldom bias-free, i.e. the simulated mean present climate may deviate from the observations, and sometimes in non-negligible amounts (IPCC, 2007), these biases make the direct application of simulated or downscaled precipitation or temperature problematic. Often it is necessary to apply an empirical bias correction method.

Sennikovs and Bethers (2009) propose a bias correction method for precipitation and temperature that may be subsequently applied to drive a hydrological model in the Eastern Baltic area. The bias correction method is based on a comparison between the probability distribution function of the climate variables simulated by a regional climate model and those derived from observations. A correction function is applied to the simulated data that aligns the simulated and observed quantiles of the probability distribution. This correction function may be in general non-linear, although in some cases a simple re-alignment of the mean and re-scaling to same variance may be adequate. Sennikovs and Bethers (2009) apply their methodology to several regional climate models participating in the European project PRUDENCE (Christensen and Christensen, 2007), selecting the Eastern Baltic Area for their further analysis. They find that regional climate models tend to produce a reasonable annual cycle of temperature but that they clearly overestimate precipitation in winter and underestimate precipitation in summer. By applying their bias correction method to daily precipitation, they are able to bring the model results much closer to observations. The same correction function would then be applied to the output of scenario simulations, under the assumptions that the causes that produce the mean biases in the models remain unchanged under climate change.

The corrected values of precipitation and temperature have been then used by Apsīte et al. (2010) to drive a hydrological model to estimate changes of run-off in the Eastern Baltic Sea catchment area. Future run-off will be modulated by changes in two factors. On the one hand, evaporation will tend to increase due to higher air temperatures. On the other hand, precipitation is expected to increase, as simulated by most regional climate models participating in the PRUDENCE project (Christensen and Christensen, 2007). A somewhat surprising result of the study of Apsīte et al. (2010) is that the first factor seems to be more important in the future, and river run-off will tend to decrease according to the simulations by regional models analysed. Also important is that the annual cycle of run-off will also tend to change considerably, with the late spring maximum observed in the present climate shifting to earlier seasons, even into the months of January and February. This is a consequence of the increasing temperatures and an earlier onset of the melt season, and additionally of changes in the annual cycle of precipitation and increased evaporation. This represents a major shift in the annual cycle of run-off that may have profound consequences on many economic sectors should it remain unmanaged by reservoirs. However, it is not clear whether Apsīte et al. (2010) used the results of a single model simulation or an ensemble of simulations with different models.

Previous projections of river run-off into the Baltic Sea indicated that the uncertainty was large enough to encompass a broad range of projections, from slight reductions to substantial increase (Graham, 2004). In a further study aimed at reconstructing run-off in the past 500 years, Hansson and Omstedt (2010) also apply an SD method using predictors from climate reconstructions of atmospheric circulation and temperature. Although this study is not focused on future projections but rather on past evolution of run-off, their findings about past variability of river run-off were also interpreted in the context of future climate change. Hansson and Omstedt (2010) briefly indicate that, if their SD model is correct, run-off will tend to increase in the Northern Baltic and to decrease in the Southern Baltic. This result is mainly driven by the signal of increasing temperature in the northern Baltic catchment area and by a decrease of precipitation in Central Europe.

The estimation of changes in extreme wind events over a few days present similar characteristics as the estimation of daily precipitation changes, and thus similar methods have also been applied, again in classification algorithms. Leckebusch et al. (2008) present a cluster analysis based on the k-means method to identify the weather situations that give rise to extreme winds in Western Europe. The k-means method is a standard clustering algorithm that in this case was applied after a pre-filtering by Principal Component Analysis. The same algorithm was then applied to a climate change simulation with the model ECHAM4/OPYC3 driven by a somewhat older future scenario (IS92a) of changing greenhouse gas concentrations in the atmosphere. However, the basic results of this simulation should not be qualitatively different from the more modern simulations based on SRES scenarios. They find that the frequency of extreme winds increases over whole Western Europe and in the Southern Baltic Sea, a result that is consistent with the simulated increase in the intensity of the North Atlantic Oscillation in this model. This study, however, is based on a simulation by a single model and it will be interesting to ascertain weather the results are robust to the choice of global climate model.
Finally, SD downscaling methods have been also applied to the estimation of future changes in sea-ice and snow in the Baltic Sea area (Jylhä et al., 2008). This study analyses the results of simulations with global and regional climate simulations participating in the project PRUDENCE over the Baltic Sea area driven by future scenarios of greenhouse gas concentrations and that are described elsewhere in this report. To estimate changes in sea-ice cover, however, the authors apply an SD method, since the resolution of the regional climate model is too coarse to represent sea-ice at the coastlines. The predictor in this regression model is air-temperature and the regression model is calibrated using observations between 1902 and 2001. The calibrated regression model is then applied to the projected temperature change. Additionally, a bias correction has to be applied to account for the mean temperature bias in the model, since the formation of sea-ice is a strongly non-linear process that obviously depends on the absolute temperature and not only on the temperature change. This study adopts the so-called 'delta change' correction, which amounts to realigning the temperature simulation in the present-climate simulation with the observed mean temperature, conserving the temperature change signal as given by the differences between scenario and present-day simulation. The main conclusion of this study is that coastal sea-ice cover will be dramatically reduced in the coming decades, regardless of the future emission scenario, albeit the more pessimistic scenario A2 yields the largest reductions of sea-ice cover in the Baltic.
4.3.1.10 Summary and conclusions

A number of climate change simulations have been undertaken in recent years. Compared to previous experiments models now operate at higher horizontal resolution. Further, the simulations cover a larger degree of the uncertainty range including: a wider range of emission scenarios (sampling the uncertainty in forcing), more climate models (model uncertainty) and ensemble members (natural variability). The picture emerging from these simulations confirm what previous studies have shown in terms of climate change in the Baltic Sea region. Climate models suggest that:

The future climate will get warmer and mostly so in winter. Changes increase with time and/or increasing emissions of greenhouse gases. There is a large spread between different models, but they all project warming.

Cold extremes in winter and warm extremes in summer are expected to change more than the average conditions in the two seasons implying a narrower (broader) temperature distribution in winter (summer).

The future precipitation will be larger than today. Again, the relative increase is largest in winter. In summer, increases in the far north and decreases in the south are seen in the simulations. In between even the sign of change is uncertain.

Precipitation extremes are expected to increase though with a higher degree of uncertainty compared to projected changes in temperature extremes.

Future changes in wind speed are highly dependent on changes in the large-scale circulation simulated by the GCMs. The results diverge and it is not possible to say if there will be a general increase or decrease in wind speed in the future. A common feature of many model simulations, however, is an increase in wind speed over oceans that are ice covered in today’s climate but not in the future. Future changes in extreme wind speed are uncertain.
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4.3.2 Hydrological Changes in the Baltic Region
Torben Sonnenborg
The majority of studies of expected changes in the hydrology of the Baltic Sea Basin have been performed at a national level. We have therefore structured the following description according to countries.

4.3.2.1 Hydrological Changes for Individual Countries in the Baltic Basin
4.3.2.1.1 Belarus

No separate studies on catchments in Belarus were found. However, the river Neman/Nemunas covers part of Belarus and is described under Lithuania.

4.3.2.1.2 Denmark

In Thodsen et al. (2008) the impacts of both direct and indirect effects of climate change on suspended sediment transport in Danish rivers were analysed. Two lowland catchments were examined, an alluvial catchment characterised by stable base flow and a clayey moraine catchment characterised by a more flashy flow regime. Both catchments were modelled using the rainfall-runoff model NAM for discharge and a regression model for the relation between discharge, precipitation and suspended sediment transport. Climate input from the HIRHAM regional climate model representing the SRES A2 emission scenario for 2071-2100 was used. The effect of climate change was found to be more important than changes in the length of growing season. While changes in mean annual precipitation of 6-7% were found, the mean annual river discharge was found to increase by 11-14% and the sediment transport was estimated to increase by 24-27% for the moraine catchment and 9-17% for the alluvial catchment, depending on the scenario chosen for growing season. Hence, the study indicates that the effect of climate change is magnified from the change in precipitation to discharge to sediment transport, presumably because of strong seasonal changes.

Jeppesen et al. (2009) used the NAM rainfall-runoff model at 10 small catchments in Denmark to quantify the effects of the climate projection provided by the ECHAM4/OPYC general circulation model (SRES-A2 emission scenario) downscaled by the Danish HIRHAM regional climate model (25-km grid). Annual discharge for the scenario period 2071-2100 was found to increase with 9-34% compared to the control period 1961-1990. However, stronger seasonal changes were observed as a response of seasonal changes in precipitation with monthly runoff generally increasing in winter and decreasing in late summer. The projected discharge was used in combination with a statistical phosphorus loading model. Increases of phosphorus loading between 3.3% and 16.5% were found, corresponding to a decreasing P concentration by -2.2% to -13.4%.

van Roosmalen et al. (2007) used the distributed, physically based hydrological model MIKE SHE to evaluate the impact of climate change on two large-scale catchments, a sandy area in the western part of Denmark and a clayey area in the eastern part. The two models were forced by projections from the PRUDENCE project (Christensen and Christensen, 2007) as simulated with the HIRHAM RCM nested in the HadAM3H GCM. SRES A2 and B2 scenarios for the period 2071-2100 were considered, and the delta change approach was used for bias-correction. They found that the magnitude of the hydrological response is highly dependent on the geological settings of the model area. In the sandy catchment increasing groundwater recharge was generated as a result of higher winter precipitation. Therefore, groundwater levels increased significantly, up to 3 m, resulting in elevated base flow and drain flow to the rivers. Significant increases in winter river discharge were found, whereas the summer discharge was found to be only slightly affected. In contrast, only small changes in groundwater level were found for the clayey area since the infiltration capacity of the low permeable shallow geology was exceeded. Here, the increase in precipitation was found to result in significant changes in drain flow and overland flow to rivers, with changes in mean monthly river discharge of up to +50% in winter and -50% during summer.

In a subsequent study, van Roosmalen et al. (2009) used the same modelling system to quantify the combined effects of climate change, sea level rise, and land use changes on irrigation demands and water resources. The study showed that climate change had the most substantial effect on the hydrological system. However, indirect effects were also found to be significantly. Irrigation demands were found to increase by up to 90% for the SRES-A2 emission scenario. Although groundwater levels generally increased due to increasing mean precipitation, the water content in the root zone was found to decrease during summer in response to decreasing summer precipitation and increasing evapotranspiration. Changes in land cover from grass to forest and changes in growing season resulted in minor effects on the groundwater recharge. More significant effects were found when assuming that plant respiration becomes more water efficient with increasing CO2 concentrations. A simple approach was used where future potential evapotranspiration (PET) was assumed to equal present PET and not to increase in response to the projected rise in future temperature. The resulting reduction in actual evapotranspiration was found to have a relatively large impact on groundwater recharge, groundwater levels and stream discharge. Sea level rise of 0.5 m and 1.0 m was shown to have a pronounced effect on groundwater levels, however, only in coastal areas, where groundwater up to 10 km inland from the coast was affected.

In van Roosmalen et al. (2011) the impact of bias-correction method on the response of a hydrological model was studied. The delta change method, where the observed database of meteorological variables are perturbed according to the changes projected by the climate model, was compared to a distribution based scaling (Piani et al., 2010), where the projected meteorological variables are corrected. In contrast to the delta change method, the distribution based scaling method will reproduce the dynamics of the climate model, e.g., prolonged periods of drought and number of days with precipitation. When comparing the hydrological simulations using both methods, only small differences on the hydrological variables were found. It should however be noted that only average quantities such as annual groundwater recharge, mean change in groundwater level or mean monthly rivers discharge were analysed. The authors recommend that additional analysis is needed to analyse the impact on extremes and the sensitivity towards the characteristics of the hydrological systems, e.g., sandy versus clayey catchments.

4.3.2.1.3 Estonia

No recent studies of the impact of climate change on basins in Estonia were found.

4.3.2.1.4 Finland

The effect of climate change on design floods where evaluated on 34 dams in Finland by Veijalainen and Vehviläinen (2008). A 14 days design precipitation period with a return period of 1,000 years was generated for both present and future climate conditions. Results representing the period 2071-2100 from three GCMs, three emissions scenarios and two different estimates of design precipitation were applied in order to evaluate the uncertainty of the resulting change in design flood. As impact model the rainfall-runoff model WSFS was used. In northern Finland the timing and magnitude of the floods were on average found to remain unchanged. Warmer winters with less snow accumulation were partly compensated by increases in winter and spring precipitation. On dams in western and central Finland the design floods increased whereas the timing remained unchanged (summer and autumn). In eastern Finland the time of the design floods changed from spring to summer while both increasing and decreasing magnitudes of the design floods were found. The range of changes in the simulated design floods were large at most sites resulting in projections of both increasing and decreasing design floods at several dams. However, the relative contribution from the individual uncertainty sources was not quantified. The authors draw the attention to the fact that additional uncertainty sources such as the impact model type or the parameters of the impact model would result in even larger uncertainty ranges.

In Veijalainen et al. (2010a) the impact of climate change on the regulation of three lakes in eastern Finland was assessed. The rainfall-runoff model WSFS was forced by results from 14 projections of climate change generated by combining four GCMs, where one was found as an average of 19 GCMs (IPCC, 2007), and three SRES emission scenarios. Two scenarios were downscaled using the RCA3 regional climate model. The delta change approach was on all cases used for bias-correction. Clear changes in seasonality of runoff and water levels were found, with decreases in late spring and summer and increases in late autumn and winter. The changes were primarily caused by changes in snow accumulation and melt whereas changes in precipitation and evaporation were less important. Current regulation permits and limits were found to be unsuited for the future hydrological conditions in many lakes, and it was recommended that the permits should be changed.

The effects of climate change on discharge and fluvial erosional potential was studied by Lotsari et al. (2010) for a Sub-Arctic catchment located on the border area between Finland and Norway in northern Fennoscandia. Impact modelling was carried out by combining results from the rainfall-runoff model WSFS with the two-dimensional hydraulic model TUFLOW. Future scenarios using three different emission scenarios and two different GCMs were applied. Additionally, two GCM projections were downscaled using the regional climate model RCA3. The future period 2070-2099 was considered and the delta change approach was applied for bias-correction. Based on annual maximum discharges predicted by WSFS, floods with return periods of two years and 250 years were estimated using an extreme value type I distribution. These floods were used as input to the hydraulic model. For all eight scenarios the flood with a return period of two years was found to decrease in a future climate while for the 250 years flood a decrease was found in seven out of eight cases. The reason for decreasing flood discharges was found to be a decline in snowfall together with a shorter snow accumulation period and warm spells with snow melt during winter. As a result the future erosion power was reduced, i.e., diminishing flow velocity, bed shear stress and stream power.

Veijalainen et al. (2010b) used the same methodology as Lotsari et al. (2010) to assess the impacts of climate change on flooding in Finland. However, the number of climate change projections was increased to 20, including three emission scenarios (SRES A2, A1B and B1), five GCMs and four RCMs. The delta change approach was used for transferring the climate model results to the hydrological model. Changes in flooding were evaluated at 67 study sites covering Finland. The 100-year floods were on average found to decrease by 8-22% in 2070-2099 compared to the reference period 1971-2000. However, considerable variation between regions was observed. In areas currently dominated by spring snowmelt floods, the 100-year flood generally decreased because of less snow accumulation. In areas where autumn and winter flooding currently occur frequently, the projected increases in temperature and precipitation result in increasing floods. For the central lakes characterised by long-lasting volume floods a clear increase was found. The changes in discharges were not linearly reflected in flood area extent. The characteristics of the river channels and floodplains were found to greatly influence the spatial extent of flood inundation. Flat floodplains showed a larger change of inundation than the predicted changes in discharge, whereas floodplains with greater variations in topography experienced smaller changes of inundation. It was recommended to avoid generalisations based on a few case studies or a few climate scenarios in countries with variable hydrological conditions.

Based on a statistical relation between the elevation of the groundwater table and snowmelt, precipitation and evapotranspiration Okkonen and Kløve (2010) predicts the fluctuations in groundwater table for the period 2010-2039. The analysis was based on a lumped conceptual water balance model and climate projections are based on SRES A2 (climate model is unspecified). The groundwater table for a catchment in central Finland is found to increase during winter and decrease during summer. However, the changes are relatively small with differences in mean monthly values of up to approximately 20 cm.

4.3.2.1.5 Germany

No studies on German catchments areas to the Baltic Sea were found.

4.3.2.1.6 Latvia

Apsīte et al. (2011) evaluated the impact of climate change on river runoff at eight river basins in Latvia for the period 2071-2100. Based on SRES A2 and B2 scenarios results from the GCM-RCM combination HadAM3H-RCAO were used as forcing to a conceptual rainfall-runoff model. While mean annual temperature, precipitation and evapotranspiration were expected to increase, the mean annual river runoff was predicted to decrease by 2-24%. However, strong seasonal changes were found especially during winter, spring and autumn. A shift in the timing of maximum runoff from spring to winter was predicted and especially winter runoff was shown to increase significantly. Summer runoff was not expected to change considerable. Additionally, a higher frequency of days with heavy rainfall was predicted. It was concluded that the river runoff regime will become similar to present day Western European rivers with two principal periods, one with high flow during winter and one with low flow during summer.

4.3.2.1.7 Lithuania

Kriaučiūnienė et al. (2008) carried out an impact assessment of climate change on the river Nemunas located in eastern Lithuania and western Belarus. Based on projections from two GCMs (ECHAM5 and HadCM3) each forced by three emission scenarios (SRES A2, A1B, and B1) the delta change method was used to transfer the climate change signal to the conceptual rainfall-runoff model HBV. The changes in river runoff were forecasted for five 10-year periods covering the period 2011-2100. The impact of climate change increased over time and generally showed the same tendency during the scenario period. The river discharge decreased significantly and the spring flood moved earlier and decreased greatly. The largest changes in average discharge were found for the A1B emission scenario, with a decrease of up to 41%, whereas the effects found for A2 and B1 were comparable and less significant. The reason is that the temperature increased the most for the A1B scenario whereas precipitation was almost unchanged. Hence, the probability for snowfall decreased resulting in a reduction of spring flood with the effect that the maximum flood discharge also decreased significantly.
In Kriaučiūnienė et al. (2009) the study by Kriaučiūnienė et al. (2008) was extended to also include the impact of hydrological model uncertainty. Using a GLUE methodology the impact of model parameter uncertainty was compared to the uncertainty from the choice of GCM and emission scenario. 1000 parameter sets were initially chosen using a Monte Carlo method and subsequently ranked according to a likelihood function that express the match to the observed data. A threshold values was defined in order to select the parameter sets resulting in the best match to the observed discharge. It was found that the emission scenario has a larger influence on forecasting the runoff than the GCMs. The impact of parameter uncertainty was only 7% of the total uncertainty. However, the significance of the parameter uncertainty depends to a high degree on the choice of threshold value used in the GLUE methodology, which is subjective. If all 1000 parameter sets are considered, the parameter uncertainty adds up to 23% of the total uncertainty.
4.3.2.1.8 Norway

Beldring et al. (2008) presented projections of climate change impacts on four catchments in Norway using the rainfall-runoff model HBV based on scenarios from two global climate models (HadAM3H and ECHAM4/OPYC3), one RCM (HIRHAM), two SRES emission scenarios (A2 and B2) and two methods for bias-correction of climate model results. Especially the choice of bias-correction method was found to have an important effect on the resulting predictions of river discharge. The delta change method was compared to an empirical adjustment procedure developed by Engen-Skaugen (2007) that not only adjusts the mean but also the variance of the RCM data. The delta change approach was found to predict too high temperatures around 0°C because the same changes are applied to all temperature intervals resulting in too large snowmelt intensity. The empirical adjustment procedure of Engen-Skaugen (2007) was found more trustworthy than the delta change approach as changes in the frequency of temperature and precipitation events and trends in the climate scenarios are preserved. The most important impacts of climate change were found as earlier snowmelt and reduced snow storage, with the result that snowmelt floods occur earlier, and decreasing winter and autumn discharge. The changes were found to be caused primarily by changes in temperature compared to changes in precipitation.

4.3.2.1.9 Poland

Szwed et al. (2010) analysed the impact of climate change on water resources in Poland with focus on the agricultural effects. Based on results from the GCM-RCM combination ECHAM5-MPI-M-REMO a water balance given by precipitation minus evapotranspiration was calculated for the scenario period 2061-2090. It was found that the water balance for the whole country will attain more negative values, indicating increasing water deficit. A cumulative probability curve for water deficit in the whole country show a shift to lower values, with a decrease in median value from -32 mm to -50 mm. Additionally, the maximum number of consecutive dry days is projected to increase in most of Poland. It was concluded that the water budget is likely to become increasingly stressed. Therefore higher additional water supplies would be needed in order to use the agro-potential of the environment However, already the present limited water resources of Poland do not allow massive irrigation and the situation will therefore become more severe in the future.

4.3.2.1.10 Russia

No specific studies on catchments discharging to the Baltic Sea. However, part of Russia is included in the study by Veijalainen et al. (2010a), see Finland.

4.3.2.1.11 Sweden

In Yang et al. (2010) results from ECHAM5/RCA3 forced by the emission scenario A1B were used as input to the rainfall-runoff model HBV to quantify the effects of climate change on three catchments located in the northern, middle and southern part of Sweden. Two different methods for adjusting the output from the RCMs were tested; the delta change method and an approach referred to as distribution based scaling (DBS). Whereas the delta change method uses the observed data as baseline and adjustment of only the mean is carried out, the DBS method use the RCM results as baseline and adjust the entire frequency distribution. The DBS approach was found to better preserve the future variability of the RCM outputs. Based on comparison of future discharge from the HBV model larger variability in discharge was found using the DBS adjusted data resulting in, e.g., larger extreme discharges than the delta change approach. DBS was found to be more sensitive to the projections used and preserved the annual variability from the corresponding climate model projection.

Olsson et al. (2010) used an ensemble of climate projections to investigate the uncertainties in hydrological changes. 12 climate model projections were used to simulate the inflow to Lake Vänern by the HBV rainfall-runoff model. Results from three different GCMs were downscaled using four different RCMs operated with different resolutions. In all cases the climate signal from the RCM was adjusted using distribution based scaling, which was established for the reference period 1961-1990. The impact of emission scenario, GCM, initial conditions for the GCM, RCM, and resolution of the RCM were examined. All projections were found to accurately reproduce the observed discharge to the lake during the reference period. Subsequently, the changes predicted by the 12 models for the period 1991-2008 were evaluated against observed changes. The performance of the different projections varied widely with respect to simulating the changes in monthly mean discharges. All projections underestimated the observed increase in January-February and most overestimate the discharge in March. During the rest of the year most scenarios were somewhat out-of-phase with the changes simulated using the observed precipitation and temperature. Predictions of the future period 2009-2030 indicated that winter discharge will increase and summer and autumn discharge will decrease. However, the projections disagree on both the sign and the magnitude of the changes for all months of the year. The largest sources of uncertainty were identified to be the GCM used and its initialization, whereas the RCM and its resolution have smaller influence. It is indicated that the effect of emission scenario may depend on the specific scenario chosen. The effect of GCM initialisation shows the importance of natural variability within the models on the resulting climate projections. The authors indicate the importance of further development of climate models that are in phase with the historical climate and thus potentially able to generate decadal forecasts rather than projections. Additionally, it is noted that several uncertainty sources were not covered in the study including the choice of bias-correction method and the choice of hydrological model.

Wetterhall et al. (2011) presented a response surface approach to handle the uncertainties in impact scenario modelling. A framework consisting of four steps was proposed, including the definition of scenarios of changes in key climatic variables (e.g. precipitation or temperature), performing a sensitivity analysis of the climate change using the impact model, identifying critical thresholds (e.g. extreme flows) and evaluation of the probability exceedence of these thresholds. The response surfaces are generated by perturbing the observed time series incrementally and use the resulting data as input to the impact model, in this case the rainfall-runoff model HBV. The probability of exceeding the defined threshold is plotted on diagrams as a function of the key climatic variables. This information can subsequently be used as an easy way to estimate the risk of reaching a predetermined threshold given information on projected changes in the key climatic variables from one or more climate models. Based on three test cases, the Lule River, Lake Vänern and Lake Mälaren, the method is found to provide a visualisation tool for expressing probabilistic hydrological change that is able to assess the uncertainties caused by climate models. Low water levels in Lake Mälaren are likely to become more common in a future climate while the runoff at Lule River is very likely to increase during winter and spring whereas summer runoff will decrease. It is concluded that the thresholds should be selected carefully based on a good understanding of the local conditions. The method also requires that the climate change can be expressed by a few variables, e.g., change in mean temperature or precipitation.

4.3.2.2 Synthesis of Projected Future Hydrological Changes

The studies cited above generally confirm the conclusions from BACC (2008). For areas presently characterized by spring floods due to snow melting, the floods will generally occur earlier and the magnitude will decrease in the future because of less snowfall and shorter snow accumulation period. As a consequence, sediment transport and the risk of inundation are expected to decrease. In the southern part of the Baltic Sea area, increasing winter precipitation is expected to result in an increased river discharge during winter. Additionally, groundwater recharge is projected to increase in areas where the infiltration capacity is not exceeded presently, resulting in increasing groundwater levels. Decreasing precipitation combined with increasing temperature and evapotranspiration during summer are projected to result in drying of the root zone and increasing irrigation demands in the southern part of the Baltic Sea area.

The uncertainty issue has received increasing attention during the last period. Many studies have been carried out using several emission scenarios, GCMs, and RCMs. The results indicate that especially the GCM is important for the projected changes in climate (cf. Section 4.3.1). A single study, Olsson et al. (2010), suggests that also the initialization of the GCM is important for the projected changes, at least for near future projections. This indicates that natural variability of the GCM has a large effect on the projected changes, especially if short scenario periods are considered, or if periods are investigated where the effect of increasing greenhouse gas emissions is low, e.g., the near future or emission scenarios with low greenhouse gas emissions. Olsson et al. (2010) propose that climate models that are able to reproduce historical variability and hence provide forecasts of the future climate should be developed. A few studies have evaluated the impact of how the climate model results are transferred to the hydrological model, also referred to as bias-correction. It is indicated (Beldring et al., 2008, Yang et al., 2010) that the commonly used delta change approach may not produce satisfactory results, e.g., when dealing with snowmelt or extreme discharges. However, the quantity of work done in this area is low and more research is needed to quantify the accuracy and uncertainty associated with alternative bias-correction methods.

In only one study (Kriaučiūnienė et al., 2009), the effect of impact model uncertainty has been investigated. Several uncertainties are associated with impact modelling including parameter uncertainty and model structure uncertainty. The values of the parameters of a hydrological model are normally found through calibration against historical data and are always associated with uncertainty. This uncertainty will translate into uncertainty in the projected changes. Model structure may also affect the response to climate change. In most of the studies cited above, conceptual rainfall-runoff models have been used to quantify impact of climate change the discharge on river discharge. However, different types of hydrological models including physically based and/or distributed models may respond differently to climate change. Hence, studies that not only consider the impact of climate projection uncertainty but also the hydrological model uncertainty are needed.
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4.3.3 Marine physical changes

Markus Meier
This section has been postponed until December 2011. It will contain a review of projected future changes in the physical properties of the ocean including sea ice, storm surges and waves. Sea level changes, which have different causes, are treated in the following section.
4.3.4 Changes in the Baltic Sea Level

Aslak Grinsted
Global warming is causing sea levels to rise, primarily due to loss of land-based ice masses and thermal (steric) expansion of the world oceans (Meehl et al., 2007). The rise in Global Mean Sea Level (GMSL) is projected to accelerate over the 21st century (Meehl et al., 2007; Rahmstorf 2007; Grinsted et al., 2010; Jevrejeva et al., 2010, 2011). Sea level does not rise in a globally uniform manner, but has been observed to vary in complex spatial patterns (Bindoff et al., 2007; Douglas 2001). The projected changes in Relative Sea Level (RSL) will deviate markedly from the global mean for a variety of reasons. In the Baltic region there is a large ongoing Glacial Isostatic Adjustment (GIA) due to the loss of the Fennoscandian ice sheet at the end of the last glacial period. In the Bay of Bothnia the RSL changes due to this adjustment are in the order of 1m/century (Hill et al., 2011). The dynamic sea surface topography response to climate change will be far from uniform, and similarly mass loss from ice sheets will not distribute evenly across the world oceans (Farrel and Clark, 1976; Mitrovica et al., 2001). A practical approach to projecting regional sea level rise is to project the individual major contributions to global mean sea level rise, and combine this budget with the corresponding spatial fingerprints of each contributor.
4.3.4.1 The global sea level budget

The individual major contributors to global mean sea level rise will have very different spatial ‘fingerprints’ in the Baltic. It is therefore necessary to estimate how the sea level budget evolves into the future. This is a challenging task. At present the process models used to estimate the climate response of the contributors fail to reproduce recent sea level trends (Rahmstorf et al., 2007). In particular, it has been observed that ice sheet models cannot reproduce the rapid dynamic mass loss observed in recent years. This issue was acknowledged in the AR4 report and an empirically tuned ‘scaled-up ice sheet discharge’ was introduced to account for this effect (Meehl et al., 2007). In response to the large known uncertainties of the process based budget, there has been a number of semi-empirical models relating the GMSL response to global mean surface air temperatures (Grinsted et al., 2010; Rahmstorf 2007; Horton et al., 2008; Vermeer and Rahmstorf 2009), and radiative forcing (Jevrejeva et al., 2009, 2010, 2011; Moore et al., 2010). At the same time, there is a large on-going effort to improve the projections of land based ice loss. There is, however, still considerable uncertainty on the evolution of the sea level budget. Therefore the focus here is primarily on the projected budget relevant to the A1B scenario for 2090-2099.
On century timescales the major sea level contributors will respond to the integrated climate forcing history. A practical approach to estimating the LSL response for other scenarios than A1B can be estimated by scaling the A1B projections with the relative steric response between the two scenarios. The error introduced by this crude scaling approach will be smaller than the uncertainties in the A1B LSL projections themselves.

4.3.4.2 Steric expansion

Increasing greenhouse gas concentrations are causing a radiative imbalance of Earth, which will heat Earth until thermal radiation once more balances incoming solar radiation. The majority of the energy imbalance imposed by the emission scenario will be absorbed by the ocean, and as a consequence the oceans will on average expand due to thermosteric expansion (Table 4.3.2). The steric expansion will be largest in the open ocean where the water column is deepest (Landerer et al., 2007; Yin et al., 2010). This leads to a differential increase in the steric Sea Surface Heights (SSH), which will drive a redistribution of ocean mass from the ocean interior to shallower regions (Landerer et al., 2007, Yin et al., 2010). Changes in ocean circulation and in the hydrological cycle will additionally induce thermosteric and halosteric changes. The combined sea surface topography response is a complex spatial pattern of sea level rise. The sea surface topography has been modeled by the ensemble of models in the CMIP3 archive (Yin et al., 2010, Meehl et al., 2007, Slangen 2011a, Meehl et al., 2007), but unfortunately the Baltic Sea region is very poorly resolved by the majority of the models. We therefore separate the dynamic sea surface topography into a global average steric response, and the deviation from the mean, which we call the Dynamic Sea Level (DSL) (Following Meehl et al., 2007; Landerer et al., 2007, Yin et al., 2009 & 2010) and depict in Fig. 4.3.12. The full CMIP3 ensemble of projections will be used for the global steric contribution, but for the DSL contribution in the Baltic region we are forced to restrict the DSL calculation to the mean of 3 models (GFDL CM2.1; MIROC 3.2 HiRES; MPI ECHAM5). The uncertainty in the DSL response near the Baltic is estimated to be ±20cm by considering the spread in the ensemble (Yin et al., 2010; Pardaens et al., 2011).
Table 4.3.2. The contribution of steric expansion to global mean sea level rise by 2090-2099 as projected by the ensemble of models in the CMIP3 archive (Meehl et al., 2007). The rise is also shown as a percentage relative to A1B. 
	
	B1
	B2
	A1B
	A1T
	A2
	A1FI

	Steric
	0.10-0.24 m
	0.12-0.28 m
	0.13-0.32 m
	0.12-0.30 m
	0.14-0.35 m
	0.17-0.41 m

	%
	75%
	88%
	100%
	93%
	109%
	128%


The model runs in the CMIP3 archive have not been forced with the additional freshwater flux coming as a consequence of decay of land based ice masses. Freshwater fluxes arising from a negative Greenland mass balance have been shown to perturb the North Atlantic circulation, and thus induce changes in SSH (Stammer 2008; Hu et al., 2011; Hu et al., 2009; Stammer et al., 2011). Hu et al. (2011) model the combined effect of forcing a model with both the A1B scenario and a freshwater hosing from Greenland. They find that a hosing flux equivalent to 60cm of global sea level rise results in an additional global average steric contribution of about 2cm by the end of the 21st century, and that the hosing has little detectable influence on DSL in near Scandinavia and the Baltic. Stammer et al. (2011), however, find that atmospheric feedbacks increase the hosing response significantly in the North Atlantic.
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	Figure 4.3.12. The spatial pattern of the dynamic sea level response is projected to be approximately 10cm in 2090-2099 under A1B. The DSL response is calculated based on the average response of GFDL CM2.1, MIROC 3.2 HiRES, MPI ECHAM5. 


4.3.4.3 Geoid changes induced by ice melt

Large masses such as the ice contained in the Greenland ice sheet gravitationally attract the oceans close by. This gravitational pull will be reduced if the mass is reduced through a negative mass balance. Reducing the ice load will also cause an immediate elastic rebound of the solid Earth. These effects will combine with a rotational response to form a new Static Equilibrium (SE) in the sea level configuration (Farrel and Clark 1976, Mitrovica et al., 2001, Bamber and Riva 2010; Kopp et al., 2010; Mitrovica et al., 2009). The net SE sea level response is that sea level contribution from melting ice will not be distributed evenly on earth but be characterized by a spatial fingerprint. Sea level will even drop up to ~20° away from the source (Mitrovica et al., 2001). As a consequence the Baltic region will only feel a small fraction of the global average sea level contribution from Greenland Ice sheet mass loss, but a slightly greater than average response from the Antarctic Ice Sheet, see Fig. 4.3.13.
It is important to use realistic estimates of the patterns of ice loss when calculating the spatial fingerprints (Mitrovica et al., 2011). Here we use the present day spatial patterns of ice loss for the two ice sheets (Bamber and Riva, 2010), and the projected pattern of mass loss from mountain Glaciers and Ice Caps (GIC) from Radic and Hock (2010) (Slangen et al., 2011a). We then calculate the total SE response by scaling these fingerprints with the projected mass loss from these three sources: Greenland ice sheet, Antarctic Ice sheet, GIC.
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	Figure 4.3.13. The spatial fingerprint of sea level rise expressed as a ratio to the global mean sea level equivalent loss from a) the Antarctic ice sheet; b) the Greenland Ice Sheet; c) Mountain Glaciers and Ice caps. (a,b: from Bamber and Riva, 2010; c: from Slangen et al., 2011a).


4.3.4.4 Mountain glaciers and ice caps

Glacier inventories are incomplete, but there are an estimated 300,000-400,000 glaciers and small ice caps in the world (Dyurgerov and Meier, 2005). Detailed observations of these glaciers are very sparse, and this leads to substantial uncertainty in their present-day total volume and present-day rates of mass loss. The uncertainty in total volume will propagate to the projections of the GIC contribution. Most projections of the glacier contribution to global sea level rise are based on a semi-empirical approach, where mass loss is related to global temperature change (e.g. Meehl et al., 2007). Radić and Hock (2011) explicitly consider glacier inventory data for more than 122.000 individual glaciers and ice caps, as well as the spatial projections of climate change from an ensemble of global climate models. Bahr et al. (2009) estimate how far present accumulation area ratios (AARs) are from being in equilibrium, and from that estimate a lower bound of glacier mass loss. The AAR derived lower bounds are substantially greater than other projections. The contributions have been summarized in Table 4.3.3.
Table 4.3.3. Review of projected contributions of Mountain Glaciers and Ice Caps to global mean sea level rise between 1990-1999 and 2090-2099.

	
	Source
	Contribution (m sle)
	Present-day Volume (m sle)
	Method

	Total
	Radic & Hock 2011
	0.08-0.16
	
	SMB model (A1B)

	
	Radic & Hock 2010
	
	0.50-0.65
	

	
	AR4
	0.08-0.15
	0.15-0.72
	Semi-empirical (A1B)

	
	Meier et al., 2007
	0.10-0.24
	
	Statistical Extrap.

	
	Pfeffer et al., 2008
	0.17-0.55
	
	Statistical Extrap. + Heuristic dynamic

	
	Bahr et al., 2009


	0.18-0.38
	0.86
	AAR conservative estimate of equilibrium (may not be reached by 2100)

	
	Slangen et al., 2011b
	0.10-0.20
	0.50
	Semi-empirical (A1B), uncertainty study.

	
	Katsman et al., 2008
	0.07-0.19
	0.10-0.40
	Semi-empirical (A1B)

	
	Katsman et al., 2011
	0.07-0.20
	0.15-0.60
	Semi-empirical (high-end)


4.3.4.5 The Greenland ice sheet

The surface mass balance of the Greenland ice sheet has been projected to contribute to global sea level rise as the Surface Mass Balance (SMB) becomes increasingly negative. Several studies have modeled the Greenland SMB response to the projected climates in the CMIP3 simulations. These studies in general project a greater range than that reported in the AR4 (Yoshimori and Abe-Ouchi 2011; Graversen et al., 2011), and also project a generally greater mass loss. Models of dynamical ice loss are lacking, and no models include a prognostic model of calving, grounding line migration, and the impact of changing basal hydrology on ice dynamics. Observations suggest that dynamic ice loss scales with the SMB for Greenland (Rignot et al., 2008). Dynamic mass loss projections are based on heuristic estimates, and statistical extrapolations of present day trends and accelerations, which are not specifically related to an SRES scenario (See Tab. 4.3.4). To conclude, there are large uncertainties in projections of Greenland mass loss. This uncertainty is much reduced for sea level projections in the Baltic Sea due to the spatial fingerprint of Greenland mass loss.

Table 4.3.4. Estimated contributions from Greenland ice sheet mass loss to global mean sea level rise between 1990-1999 and 2090-2099.

	
	Source
	Contribution (m)
	Method

	SMB
	AR4 (Meehl et al., 2007)
	0.01-0.08
	Positive Degree Day (A1B)

	
	Fettweis et al., 2008
	0.03-0.05
	Temperature index from EBM (A1B)

	
	Mernild et al., 2010
	0.12
	EBM (A1B)

	
	Graversen et al., 2011
	0.01-0.12
	PDD (A1B)

	
	Yoshimori and Abe-Ouchi 2011
	0.03-0.17
	PDD, systematic examination of uncertainties (A1B)

	
	Graversen et al., 2011
	0.00-0.17
	Shallow ice, tuned sliding in outlet glaciers. (A1B)

	
	Seddik et al., 2011 
	0.10
	Full stokes, PDD, tuned sliding 

	
	Franco et al., 2011
	0.05
	

	DYN
	Pfeffer et al., 2008
	0.09-0.47
	Heuristic.

	
	Price et al., 2011
	0.06-
	

	
	Graversen et al., 2011
	0.03
	Stationary tuned outlet-glacier

Sliding (Shallow Ice)

	
	Rignot et al. (2011)
	0.07
	Statistical extrapolation of acceleration (* not A1B)

	
	Seddik et al. (2011)
	0.07
	Heuristic: Doubled sliding.

	
	Katsman et al. (2011)
	0.10
	Heuristic

	Total
	Katsman et al., 2008
	0.02-0.17
	Semi-empirical

	
	Meier et al., 2007
	0.05-0.25
	Extrapolation


4.3.4.6 The Antarctic Ice Sheet

The Surface Mass Balance of the Antarctic ice sheet is projected to increase in warmer climate. The increased moisture holding capacity of warm air brings increased precipitation to the continent. This effect is modeled to dominate over the increased ablation in the marginal areas of the ice sheet. The dynamic mass loss of the Antarctic ice sheet is, like for Greenland, primarily estimated using heuristic and statistical extrapolation. Pollard and de Conto (2009) employ a novel approach to simulate grounding line mass flux over the past 5 million years and find the West Antarctic Ice Sheet (WAIS) to be particularly sensitive to warming with a 3m contribution to sea level rise for 2 degrees warming. Estimates of current Antarctic mass balance are negative and dominated by mass loss in regions of WAIS which are thought to be most dynamically sensitive (Rignot et al., 2011). Results are summarized in Table 4.3.5.
Table 4.3.5. Estimated contributions from the Antarctic ice sheet mass loss to global mean sea level rise between 1990-1999 and 2090-2099
	
	Source
	Contribution (m)
	Method

	SMB
	AR4 (Meehl et al., 2007)
	-0.12 – -0.02
	Positive Degree Day

	
	Genthon et al., 2009
	-0.10
	PDD CMIP3 corrections

	
	Krinner et al., 2007
	-0.12
	

	DYN
	Pollard and de Conto 2009
	0.33
	~3m/2(C/1000yrs (WAIS volume)

	
	Pfeffer et al., 2008
	0.12-0.55
	Heuristic 

	
	Katsman et al., 2011
	0.07-0.49
	Statistical extrap. /Heuristic max

	
	Rignot et al., 2011
	0.07
	Statistical extrapolation (not a1b)

	Total
	Rignot et al., 2011
	0.36
	Statistical extrapolation

	
	Katsman et al., 2011
	-0.01 – 0.41
	Heuristic (moderate-severe)

	
	Katsman et al., 2008
	-0.02 – 0.14
	Semi empirical

	
	Meier et al., 2007
	0.05-0.06
	Statistical extrap

	
	Pfeffer et al., 2008
	0.14-0.62
	Heuristic


4.3.4.7 The compiled budget

In the previous sections projections of the individual major contributions to global sea level rise were reviewed. Based on these estimates, the budget and uncertainties in Table 4.3.6 have been compiled, and we project 0.78 m ± 0.4 m of global mean sea level rise under SRES scenario A1B by 2090-2099. This tally of contributions compares well to the range of published semi-empirical models of GMSL which projects 0.96 m ± 0.4 m rise (Rahmstorf 2007; Horton et al., 2008; Grinsted et al., 2010; Jevrejeva et al., 2010). In the budget (Table 4.3.6) the contribution from groundwater mining and reservoir construction is excluded. Currently reservoir building is slowing down while groundwater mining is expected to increase with population (Shiklomanov and Rodda, 2003), and it is therefore expected that these will contribute to a net sea level rise in the future. The local inverse barometer contribution is also disregarded as it is only has minor impact on RSL rise in the Baltic region (Stammer and Huttemann 2008).

The central estimates in the budget are combined with their respective spatial fingerprints to provide local sea level (LSL) projections for the Baltic region (Fig. 4.3.14). The change in LSL can be compared to the local glacial isostatic adjustment to yield local projections of Relative Sea Level (RSL) rise. Very locally there may be additional sources of uplift/subsidence which should be taken into account in infrastructure planning. The dominant uncertainty in the GMSL budget is the dynamic contribution of the Antarctic Ice Sheet. Errors in this term will be inflated by the spatial fingerprint. Furthermore, the uncertainty in RSL projections will be larger than in projections of GMSL because of uncertainty in the spatial fingerprints and in the spatial distribution of DSL changes.
The sea level budget is poorly constrained, and for some infrastructure decisions a high-end scenario may be warranted (e.g. Katsman et al., 2011). A heuristic high-end scenario (Fig. 4.3.15) is constructed from high estimates of projected budget, and incorporating the possibility of an error in the spatial fingerprint in the Baltic. At present this high-end estimate cannot be ruled out, but is not considered likely. To better constrain the high-end projections it is necessary to validate models of the most uncertain contributors to both global and local sea level rise against their response over the next decade.
We acknowledge the international modelling groups for providing their data for analysis, the Program for Climate Model Diagnosis and Intercomparison (PCMDI) for collecting and archiving the model data, the JSC/CLIVAR Working Group on Coupled Modelling (WGCM) and their Coupled Model Intercomparison Project (CMIP) and Climate Simulation Panel for organising the model data analysis activity, and the IPCC WG1 TSU for technical support. The IPCC Data Archive at Lawrence Livermore National Laboratory is supported by the Office of Science, US Department of Energy.

Table 4.3.6. Best estimate and high-end estimate sea level rise budget in the period from 1990-1999 to 2090-2099. Top contributors to Global mean sea level the lower part of the table is listed terms which do not contribute to GMSL, but which can have a significant impact locally in the Baltic. 

	Global sea level Contributor
	Best estimate (m)

A1B
	High-end scenario (m)

	Greenland Ice Sheet (SMB)
	0.10 ± 0.1
	0.15

	Greenland Ice Sheet (DYN)
	0.10 ± 0.1
	0.15

	Antarctic Ice Sheet (SMB)
	-0.07 ± 0.1
	-0.03

	Antarctic Ice Sheet (DYN)
	0.28 ± 0.3
	0.45

	Mountain Glaciers & Ice Caps
	0.15 ± 0.1
	0.18

	Global mean steric
	0.22 ± 0.1
	0.30

	Groundwater mining and reservoir storage
	Excluded
	0.10

	Total GMSL
	0.78 ± 0.4
	1.30

	Semi-empirical GMSL models
	0.96 ± 0.4
	

	Local sea level contributor
	
	

	Baltic hosing response
	Excluded ± 0.02
	0.10

	Baltic fingerprint error (Geoid & DSL)
	Excluded ± 0.3
	0.20

	Baltic Inverse barometer
	Excluded ± 0.02
	0.00
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	Figure 4.3.14. Right panel shows the projected Regional Sea Level rise from 1990-1999 to 2090-2099 under SRES scenario A1B, decomposed into local sea level rise (left top) and glacial isostatic adjustment (left bottom; Hill et al., 2010).
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	Figure 4.3.15. A high-end estimate of sea level rise in the Baltic. Right panel shows the projected Regional Sea Level rise from 1990-1999 to 2090-2099, decomposed into local sea level rise (left top) and glacial isostatic adjustment (left bottom; Hill et al., 2010). 
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