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Preface

This Second Lund Regional-scale Climate Modelling Workshop is a follow-up to the first regional-scale climate modelling workshop\(^1\) held in Lund, Sweden in 2004. The overall theme of the first workshop was “High-resolution climate modelling: Assessment, added value and applications.” Now, five years later, it is again time to take stock of the scientific progress in the wide range of topics that regional climate modelling spans. These range from theoretical understanding and parameterisation of meso-scale and regional processes in the atmosphere/ocean/land surface/biosphere system, numerical methods and links between regional climate modelling and global climate/earth system models as well as numerical weather prediction models, evaluation of models using various observational datasets, model intercomparison and ensemble-based methods, production and utility of regional climate scenarios, and the application of regional climate modelling output for impact studies.

This Second Lund Regional-scale Climate Modelling Workshop summarises developments and progress achieved in the last five years, discusses open issues and focuses on expected future challenges related to regional climate modelling. Thus, the overall theme for this workshop is 21st Century Challenges in Regional-scale Climate Modelling.

The interest in this workshop was overwhelming. We received over 170 paper contributions from scientists all over the world; a total of about 220 participants from 43 countries registered for the workshop. As time is a tight resource in a 5-day workshop, many high-quality papers which were originally intended as oral presentations had to be realigned as posters. Therefore it is our policy not to distinguish between oral and poster presentations in this proceedings volume. It contains abstracts of all papers presented at the workshop, ordered alphabetically within sessions. Half a day of the workshop is dedicated to group and breakout sessions, some of which are open.

The workshop is organised by the Swedish Meteorological and Hydrological Institute (SMHI), Lund University, the Danish Meteorological Institute (DMI) and GKSS-Forschungszentrum Geesthacht GmbH (GKSS), with support by the International BALTEX Secretariat. The scientific committee was responsible for preparing the workshop content and the scientific programme, while practical and logistic arrangements were managed by the organising committee (see preceding page).

We are grateful for a generous endorsement by the following organisations: the World Meteorological Organization (WMO); the World Climate Research Programme (WCRP); the WCRP Global Energy and Water Cycle Experiment (GEWEX); the U.S. National Science Foundation (NSF); the ENSEMBLES project co-financed by EU FP-6; the North American Regional Climate Change Program (NARCCAP); the Swedish Research Council for Environment, Agricultural Sciences and Spatial Planning (Formas); the Swedish Environmental Protection Agency (Swedish EPA); and the GEWEX-CEOP Regional Hydroclimate Project BALTEX (Baltic Sea Experiment).

This workshop brings together scientists from a wide range of disciplines that share a common interest in regional climate models. We hope that the interdisciplinary programme and the truly international group of participants will stimulate the exchange of views and discussions, and provide a fertile ground for future research directions and new collaborations.

April 2009

Burkhardt Rockel, Lars Bärring, and Marcus Reckermann

Editors

\(^{1}\) http://www.nateko.lu.se/Elibrary/LeRPG/5/LeRPG5Article.pdf
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Influence of large-scale nudging on regional climate model simulations
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1. Introduction

The present study examines the impact of various large-scale spectral nudging (SN) configurations on Canadian RCM (CRCM) simulations. The objective is to notice any secondary effects from the application of SN such as a possible reduction of the model’s ability to develop small-scale features. A broad series of CRCM experiments is carried out over North America; each experiment, performed for a given SN configuration, consists of four ensembles of 15 runs corresponding to four different domain sizes. In order to evaluate the effects of an “extreme nudging”, an additional experiment was carried out nudging the CRCM with the maximum strength of the SN - equivalent to a replacement of the largest waves at all levels.

This study reveals differences in CRCM’s behaviour to reproduce regional characteristics when SN has been added to the model driving. SN has diminished in general the model’s internal variability (IV), but noticeable effects on statistics of extremes and estimation of simulated precipitation on large domains has been noticed.

2. CRCM Large-Scale Nudging

The present study uses Version 3.6.1 of the CRCM (Caya and Laprise, 1999) that has an option for SN, in addition to the standard Davies LBC treatment (Riette and Caya, 2002; Denis et al. 2002). The current CRCM-SN has three adjustable parameters of SN: the length scale beyond which SN is applied, the maximum strength of the SN ($\alpha_{\text{max}}$), and the lowest model level ($L_0$) below which no SN is applied. The SN strength $\alpha$ (defined as the fraction of CRCM field that is replaced by the re-analyses at each time step) is taken to vary linearly from 0 (corresponding to $L_0$) to $\alpha_{\text{max}}$ (at the uppermost model level). The SN can be applied to any model variable; in this study, it is applied to the horizontal wind components only. Figure 1 shows the various profiles of SN used in this paper.

3. Simulation Set-Up

The experiments, performed for different configurations of SN, consist of ensembles of several members (generally 15) generated for four different domain sizes. One experiment is performed without SN ($\alpha_{\text{max}}=0$); three experiments are made with the same $\alpha_{\text{max}}=0.05$ but different $L_0$ (500, 700 and 850 hPa); a fifth experiment is performed with a uniform value of $\alpha=\alpha_{\text{max}}=1$ at all model levels. In this “full SN” case, the large scales of the CRCM are entirely replaced by those of the re-analyses, at all levels from the surface to the model lid (see Fig.1); due to the particularly weak IV, only 10-member ensembles are integrated in the full SN experiment. All integrations from each ensemble were initialized one day apart, starting the 0000 UTC 5 May 1993 up to the 0000 UTC 20 May 1993; all simulations end on 0000 UTC 1st September 1993, so that all ensemble members for different domain sizes overlap for the full three months of June-July-August 1993, with a spin-up period varying from 11 to 25 days. The integrations share exactly the same LBC for atmospheric fields and the same prescribed SST and sea-ice coverage for the ocean surface (see Table 1).

4. Influence of SN on Internal Variability

The internal variability of the model (IV) is usually estimated by measuring the spread among the ensemble members during the integration period (standard deviation). According to previous studies, the IV of an RCM is sensitive to domain size: larger domains develop large IV while small domains are associated with small IV (see Alexandru et al. 2007). The present study shows that a significant SN applied to the model not only reduces the amplitude of IV, particularly true for the large domain sizes, but it also reduces the sensitivity of IV to domain size; the full SN almost suppresses the IV of the model independently on domain size.

Table 1: Synthesis of the experiments performed.
5. **Influence of SN on the Ensemble Mean**

The variability of the seasonal mean (IVS) was estimated as the square root of the variance between individual member seasonal averages. In general, as for IV, the IVS tends to decrease with increasing SN, more significantly for the geopotential height on the largest domain, where IVS values are considerably lower, even with the weak 500 hPa-SN. As expected, the IVS reaches its smallest values in the full SN case with a negligible sensitivity to domain size.

After analyzing the spread between seasonal means of the members in the ensembles (which we termed IVS), we studied the effect of SN on the ensemble mean of different domain sizes. Study shows that the impact of SN on the ensemble mean pattern is quite pronounced for the 140-by-140 domain and much reduced for the smaller 100-by-100 domain when we compare to without-SN case (taken as a reference). This suggests that Davies’s control (1976) may be just as effective as SN for small domains. We have also noticed that for stronger SN, there is little variation of the ensemble mean as a function of domain size. Thus, similar results may be obtained by employing large SN regardless of the domain size or, alternatively, by avoiding SN when working with small domains.

6. **Influence of SN on Bimodal Solutions**

For the largest domains, where the impact of SN is the largest, a difference has been noted between the results without SN (Alexandru et al. 2007) and those with SN concerning bimodal behavior of the ensemble. For the case without SN, the 15 members appear to separate into a group of 5 members producing a low-pressure system over the ocean, close to the Canadian Atlantic Region, and another group of 10 members showing a high-pressure system over the same area and an intense precipitation trough close to the US East Coast (see Alexandru et al. 2007). We noticed that when the degree of SN applied to the model is progressively increased, the effect is to foster the development of the solution that is closest to the observed data.

7. **Influence of SN on Precipitation Extremes**

We note that for the runs without SN on the 140-by-140 domain the largest extremes occur from 10th to 15th of July 1993, associated with the intense precipitation trough given by the group of 10 simulations in the bimodal behaviour of the ensemble, as discussed in the above paragraph. The magnitude of this maximum is progressively attenuated as the degree of SN is progressively increased. Similar behaviour is noted for the 120-by-120 domain: precipitation extremes decrease in number and intensity as the degree of SN is progressively increased.

8. **Influence of SN on Power Spectra**

When a spectral analysis is performed, the results with 500 hPa-SN show little difference with respect to those without SN, with the exception of the longest wavelengths. As was shown in Separovic et al. (2008), long wavelengths at low altitudes tend to be overestimated in CRCM simulations, and SN reduces this overestimation. The configuration with 850 hPa-SN shows a decrease in spectral variance in all wavelengths except in the 200 to 400 km range where it is comparable with the configuration without SN. When full-SN is applied, a very important decrease in spectral variance affects all wavelengths.

9. **Conclusion**

The general conclusion of this research suggests that SN has, on balance, more positive than negative impacts. On the one hand, SN results in a reduction of IV, reduction of simulation dependence to domain size, and improvement of time means (or at least making them closer to driving data). On the other hand, SN results in a reduction of precipitation maxima and spectral power in the vorticity field, which could be associated to a decrease in the intensity of cyclones. While finding an optimal setup for SN is still elusive, there are still lingering questions regarding the appropriate nudging intensity and vertical profile, variables to be affected, etc. - a moderate level of SN has been shown to be beneficial.
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A comparison of RCM performance for eastern Baltic region and the application of histogram equalization method for RCM outputs
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1. Introduction
The intention of this work was the building of the climate data sets for the territory of Latvia, i.e. the eastern Baltic region. The required data sets were at least temperature and precipitation time series with reasonable spatial resolution which might be considered as characteristic for contemporary climate and climate change scenarios B2 and A2. The further usage of the data series (not covered in this abstract) was foreseen for the assessment of the impact of the climate change on the Latvian inland and coastal water environment.

Authors considered the set of RCM computations publicly available within the framework of PRUDENCE project. The method of comparison of RCM calculation results with the observed data series was proposed. The considered RCMs were ranked according to this comparison. The typical discrepancies between the modeled and observed temperature and precipitation data series were revealed. The method of the histogram equalization was proposed allowing processing of the RCM output, and yielding data series which statistically does not differed from the observed data series for the control time period (contemporary climate). The correction method was applied also for RCM calculations of B2 and A2 climate scenarios.

2. Comparison RCM vs. Observations
We considered the collection of the RCM calculations organised in a web-accessible database at Danish Meteorological Institute under EC 5th FP research project “PRUDENCE” EVK2-CT2001-00132 (prudence.dmi.dk). We considered 21 different model for the control period 1961-1991 characterising the contemporary climate. The observations of air temperature and precipitation by Soviet Hydrometeorological Agency (www.meteo.ru) in Eastern Baltic area (i.e. in and near the territory of Latvia, see Fig.1) were used. We considered 14 observation stations in Estonia, Russia, Belorus, Lithuania and Latvia. The daily values of all 21 model and 14 observation stations were used.

The penalty function $K_i$ describing the deviation of each i-th RCM from the meteorological observations was constructed. We aimed in evaluation of model accuracy in terms of temperature, precipitation, their monthly and interannual variation, and spatial distribution. Therefore we used four parameters for construction of penalty function: monthly mean temperatures $T$, monthly net precipitation $p$, and standard deviation of $T$, $p$ during the reference 30-year period at all stations. All parameters were normalised to equal their weights. The calculation of penalty function for each RCM allowed for ranking of RCMs according to their agreement with observations in Eastern Baltic region.

Generally, all models reasonably represent the seasonal cycle of temperature, overestimate winter precipitation and underestimate summer precipitation in the study area. The comparison of the observations and RCM, as well as climate change predictions by RCM for Riga is illustrated in Fig. 3. The difference between the model and observations (0.8 degC and 164 mm) is not critical, however one must be careful interpreting the estimated climate change scenarios by RCM, i.e. direct comparison of observations with B2 and A2 calculations may yield to overestimation of expected T and p changes.

3. Method of Histogram Equalization
We propose a method of RCM data correction, based on the shifting the occurrence distribution of particular daily parameter (temperature or precipitation).

Figure 1. The observation stations and selected nodes of RCM (SMHI HCCTL) calculation grid over the territory of Latvia.

Figure 2. Cumulative probability of temperature (i.e. percentage of occurrence of temperatures below given temperature) for 15-Jan at Riga. Observations and RCM data for reference period.

(1) Two cumulative probability curves – one of the observed data, and one of RCM data – were constructed for each day-of-the-year, for each parameter in each observation station. The data within moving slot of time...
(+/- 5 days) were used to increase the number of events to 330 (30 years times 11 days) for each curve. Data was randomly perturbed to ensure smoothness of probability curves.

(2) For each value of model data (say T) we found the probability f(T). We then find the observed temperature T* for which f(T*)=f(T), and assume that model temperature correction for T is equal to T*-T. Thus, the temperature correction is a function of model temperature, and is given by

\[ \Delta T(T) = (T - T^*) \]

See the example of the temperature correction for typical winter day in Fig. 2. Correction ensures that the model daily temperatures in the range [-17;+2] degC are decreased to match occurrence of cold events, whilst the higher daily temperatures are increased.

(3) The correction functions of p.(2) were found for each day, for each parameter, and at each observation station. They were spatially interpolated to cover the model domain and applied for the correction of the RCM data. Thus, the dataset “modified RCM data for reference period” was created; it contains the climate signal characteristics from RCM, and in the same time has the statistical properties of the observed data.

(4) The same correction functions of p. (2) were applied for the RCM scenario results, yielding datasets “modified RCM data for climate change scenarios B2 and A2”. However, authors at this stage cannot provide arguments defending the validity of this approach.

![Figure 3. Annual mean temperature and net precipitation for Riga: observations (OBS), RCM calculations for reference period (REF), scenarios B2 (B2) and A2 (A2), and respective modifications of RCM output (MODREF, MODB2, and MODA2)](image)

The T-p plot, indicating the results of the RCM data correction via the histogram equalization is shown in Fig. 3.
Comparison of spatial filters and application to the ENSEMBLES regional climate model simulations

Erasmo Buonomo and Richard Jones
Met Office – Hadley Centre, Exeter, EX1 2HF, UK, erasmo.buonomo@metoffice.gov.uk

1. Background
Regional climate models (RCM) are used to add high-resolution information to climate scenarios obtained from global circulation models and from re-analyses. It is usually assumed that the RCM are able to keep the large scale features of their driving GCM, in particular the large scale circulation, and that they are also capable to add spatial details at the scales not resolved by the GCMs. These two assumptions are the most basic requirements in the application of the “one-way” nesting approach commonly used in the dynamical downscaling of climate scenarios. However, a quantitative evaluation of the degree of consistency with the driving conditions and a proper identification and assessment of the mesoscale contribution added by the RCMs are not frequently included in RCM studies. To study these assumptions, the RCM and GCM spatial scales need to be separated; this could be done quantitatively by designing and applying spatial filters defined on the RCM limited area grid.

This work is based on two spatial filters designed for limited areas which have been recently introduced (Denis et al., 2002, Feser and Von Storch, 2005). These tools are currently being used to assess the consistency with the GCM and the RCM added value of the ENSEMBLES set of RCM integrations.

2. Spatial Filters
The standard way of separating spatial scales is the application of Fourier analysis techniques, which are simple and inexpensive for the spectral analysis on regular grids. However, the application of these techniques on the limited areas used in RCMs has to overcome two difficulties; i) the largest scale are not fully represented on the grid and ii) the fields represented on limited areas are aperiodic. These two problems can be solved by removing the components which are aperiodic (trends) on the limited area. Since these components are not identifiable in a unique way, different filters have been designed, which mainly differ in the approach used to eliminate these components.

In this study, two filtering techniques have been used, the Discrete Cosine Transform (DCT), firstly applied by Denis et al. (2002) to the spectral analysis of field on limited areas, and the Discrete Filter introduced by Feser and Von Storch (2005). In particular, low-pass filters and band-pass filters have been built following the methods described in the paper. From the comparison of these two methods, it is possible to get some estimate of the accuracy of the scale separation and to understand the best conditions to design and apply spatial filters on limited areas. From this comparison, it is possible to conclude that it is easier to design discrete filters, since it is possible to keep the control their spatial extents explicitly; however the DCT filters are cheaper and it is possible to design them to reproduce the discrete filters quite closely.

Finally, the two methods have been compared with a filtering approach commonly used whereby the RCM contribution on a given field is estimated as its difference with respect to the spatial average on an area including (nxn) grid-boxes, assumed to be representative of the GCM resolution. The response functions for the three filters are shown in Figure 1, which illustrate rather clearly the problems associated with this simplified approach.

3. Application to ENSEMBLES integrations
The ENSEMBLES project has produced two sets of RCM integrations. The first set includes 18 different RCM integrations with a horizontal resolution of 25km x 25km driven by ECMWF ERA-40 boundary conditions. The same RCMs have also been used to downscale a smaller set of GCMs. These RCM integrations have been performed on a common grid. These two datasets allow to estimate the mesoscale components added by the RCMs and to study their dependence on the driving condition and their robustness with respect to the regional models. These part of the work is currently in progress, a preliminary analysis will be presented at the workshop.

4. Acknowledgement
We acknowledge the ENSEMBLES project, funded by the European Commission’s 6th Framework Programme through contract GOCE-CT-2003-505539.
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Christopher L. Castro, 1 Burkhardt Rockel, 2 Roger A. Pielke Sr., 3 Hans von Storch 2 and Giovanni Leoncini 4

1Department of Atmospheric Sciences, University of Arizona, Tucson, Arizona, USA
2Institute for Coastal Research, GKSS Research Centre, Geesthacht, Germany
3CIRES/ATOC, University of Colorado, Boulder, Colorado, USA
4Meteorology Department, University of Reading, Reading, UK

Corresponding e-mail of lead author: castro@atmo.arizona.edu

1. Motivation and background

Castro et al. (2005) proposed four types of dynamical downscaling with regional atmospheric models. Type 1, which is used for numerical weather prediction, remembers real-world conditions through the initial and lateral boundary conditions. In Type 2, the initial conditions in the interior of the model are “forgotten” but the lateral boundary conditions feed real-world data into the regional model (i.e. through an atmospheric reanalysis). In Type 3, a global model prediction, rather than a reanalysis, is used to create lateral boundary conditions. The global model prediction includes real-world surface data such as prescribed SSTs, sea ice coverage, etc. In Type 4, a global model is run in which there are no prescribed internal forcings. The coupling (interfacial fluxes) among the ocean-land-continental ice-atmosphere are all predicted. Regional climate modeling, in this framework, can be considered Type 2 dynamical downscaling and above. In these types of dynamical downscaling, in which the initial conditions in the interior of the model are “forgotten” but the lateral boundary conditions feed data into the regional model, it is desirable to retain the large-scale features provided by the driving global atmospheric model or reanalysis and add information on the smaller scales. This question is pertinent for regional climate modeling, in which the initial conditions in the interior of the model are “forgotten” but the lateral boundary conditions feed data into the regional model.

Dynamical downscaling was investigated using Type 2 simulations in a suite of experiments with the RAMS model for May 1993 in Castro et al. (2005). The main point of this work was to investigate whether or not the regional model retained large-scale features provided by the driving global atmospheric reanalysis and added information on the smaller scales. Both a commonly-used nudging sponge zone at the boundaries and an interior nudging alternative were tested. It was found that interior nudging gives better results for large scales but at the expense of reduced variability at smaller scales. Here we examine: 1) Can the Castro et al. (2005) results be confirmed using different models? 2) What is the effect of different interior nudging techniques? (i.e., the difference between a 4DVar internal nudging type and spectral nudging) and 3) Is value added on smaller scales?

2. Model and Methods

We use the regional climate model CLM, a climate version of the German Weather Service (DWD) numerical weather forecast model COSMO to perform simulations. Data used for lateral boundary conditions are from the ERA40 atmospheric reanalysis. Simulations were performed on a small and large model domain with grid spacing ranging from 25 to 200 km. Two different types of nudging were applied: 1) observed state forced upon the model through forcing only in a lateral boundary forcing zone (i.e. classical sponge technique), and 2) a spectral nudging technique. The first type of nudging is commonly used in both regional weather forecasting and regional climate model simulations. In the spectral nudging approach, the lateral “sponge” forcing is kept and an additional steering term is introduced into the interior of the model domain. Consider the expansion of a CLM variable:

\[ \Psi(\lambda, \phi, t) = \sum_{kS} a_{m}^{s}(t)e^{j(kS \lambda L_{\psi} + m \phi L_{\psi})} \]

With zonal coordinates \( \lambda \), zonal wave numbers \( j \) and zonal extension of the area \( L_{\psi} \). Meridional coordinates are denoted by \( \phi \), meridional wave numbers by \( K \), and the meridional extension by \( L_{\phi} \). \( t \) represents time. The number of zonal and meridional wavenumbers is \( J_{m} \) and \( K_{m} \). A similar expansion is done for the analysis. The coefficients of this expansion are labeled \( a_{m}(a_{j},k) \) and the number of Fourier coefficients is \( J_{m} < J_{m} \) and \( K_{m} < K_{m} \).

The confidence in the realism of the different scales of the reanalysis depends on the wave numbers \( j \) and \( K \) and is denoted by \( \eta(j,k) \). Interior nudging terms are added in the spectral domain in both directions, in the form:

\[ \sum_{j=J_{m}}^{J_{m}} \sum_{K=K_{m}}^{K_{m}} \eta(j,k)(a_{m}(a_{j},k) - a_{m}(t))e^{j(kS \lambda L_{\psi} + m \phi L_{\psi})} \]

Interior nudging terms are dependent on height, with more weight to the reanalysis given at higher levels in the model. Spectral nudging at each model time step is applied to horizontal wind components \( u \) and \( v \) above 850 hPa with a height-dependent weighting function. All values for wavelengths larger than the one corresponding to smallest physically resolved wavelength of the reanalysis (\( K_{min} \)) are nudged.

We applied the same two-dimensional spectral analysis applied in Castro et al. (2005) to determine the power spectrum \( S(k) \) of model variables, where \( k \) is the wave number. The fractional change in spectral power \((\Delta S(k)_{\text{frac}})\) is computed for each analysis time step.

\[ \Delta S(k)_{\text{frac}} = \begin{cases} \frac{S(k)_{m2}}{S(k)_{m1}} - 1, & \text{basic experiment} \\ \frac{S(k)_{m2}}{S(k)_{m1}} - 1, & \text{follow-on experiment} \end{cases} \]

where \( a \) is the reanalysis, \( m_{1} \) is the basic experiment without internal nudging and \( m_{2} \) is the follow-on experiment with internal nudging.
3. Results

The fractional change in spectral power for the column-average total kinetic energy and moisture flux convergence for the last 15 days of May 1993 basic experiment is shown in Fig. 1 for CLM and Fig. 2 for RAMS, as in Castro et al. (2005). The results are vary similar. Both models show the same behavior for wave numbers higher than $K_{\text{max}}^*$. The higher the horizontal resolution the higher the added variability. For low wave numbers (less than $K_{\text{max}}^*$), the CLM retains about the same variability as the RAMS version with explicit microphysics and the Kain-Fritch cumulus parameterization scheme turned on. Results from the larger domain are also shown as the dotted curves. Kinetic energy is less retained at large scales on the large domain, whereas there is increased variability on smaller scales $k > K_{\text{max}}^*$. The fractional change in integrated moisture flux convergence (not shown) similarly shows less retention of variability at larger scales for the large domain.

In follow-on experiments, the basic experiments were repeated but with additional interior nudging added. Again, results in kinetic energy confirm the findings by Castro et al. (2005). For large scales (i.e. wavenumbers less than $K_{\text{max}}^*$) the values for the RCM are pushed nearer to those of the global reanalysis which means that the value is better retained by applying interior nudging. There are, however, major differences for the small scales between the CLM and RAMS results for moisture flux convergence. RAMS reduces the added variability, whereas in CLM the added variability is preserved, especially on the small domain (not shown). These differences can be attributed to the use of the spectral nudging technique which preserves the added variability on the smaller scale.

Investigation regarding day-to-day differences in the representation of large-scale circulation fields and model simulated precipitation also leads to the same conclusions as for the RAMS simulations. With interior nudging to the model, the amplitude of synoptic features (i.e. ridges and troughs) is preserved and there is a more faithful representation of precipitation as compared to observations.

4. Conclusions

The results for CLM presented here are similar to those found in the RAMS study by Castro et al. (2005) for basic experiments using nudging only in a lateral boundary sponge zone. Spectral nudging yields less reduction in added variability of the smaller scales than grid nudging and is therefore the preferred approach in RCM dynamic downscaling. Results suggest the effect to be largest for physical quantities in the lower troposphere. The utility of all regional models in downscaling primarily is not to add increased skill to the large-scale in the upper atmosphere, rather the value added is to resolve the smaller-scale features which have a greater dependence on the surface boundary. However, the realism of these smaller-scale features needs to be quantified, since they will be altered to the extent that they are influenced by inaccurate downscaling of the larger-scale features through the lateral boundary conditions and interior nudging. It should also be assessed if the dynamically downscaled information provides more accuracy than a corresponding statistical downscaling technique.
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Figure 1. Fractional change in spectral power versus $\log_{10}(k)$ and wavelength, RAMS small domain experiments for (a) column-average total kinetic energy and (b) column integrated moisture flux convergence. The dashed black line and the solid black line indicate the largest physically resolved wavelength and Nyquist frequency, respectively, of the driving reanalysis. $k$ in units of $\text{m}^{-1}$. Wavelength in units of $\text{m}$. Grid spacing of experiments as indicated by colors.

Figure 2. Same as Fig. 1 for CLM experiments. Grid spacing is 100 km, 50 km, and 25 km (dashed-dotted, dashed, solid line, respectively).
Improvement of long-term integrations by increasing RCM domain size
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1. Introduction
Global models are used to generate climate change according to different future scenarios. However, these models have rather coarse resolution. The nesting of a Regional Climate Model (RCM) over the area of interest allows the reduction of grid size which is more desirable for impact studies. In addition, the climate generated from a regional model is strongly dependent on the lateral boundary conditions (LBC) and, consequently, on the domain size or the position of the LBCs (Xue et al. 2007). The objective of this work is to show the dependence of the tropical South America climate from a RCM on the choice of the position of the lateral boundary conditions.

2. The models
The driver model is the INGV-SXG coupled GCM (Gualdi et al 2003a,b) which uses ECHAM4 (Roeckner, 1996) as atmospheric component, OPA 8.2 (Madec et al, 1999) as ocean model and LIM as the sea ice model (Fichefet e Morales Maqueda, 1999). The atmospheric resolution is about T106L19. The RCM is the Eta Model (Black, 1994; Mesinger et al, 1988; Janjic, 1994) configured with 40-km horizontal resolution and 38 vertical layers. The model has been used for weather and seasonal forecasts over South America (Chou et al, 2005) and was adapted to run long-term integrations (Pesquero et al, 2009).

A continuous integration for the present climate period from 1961-1990 was carried out, with the lateral boundary conditions provided at every 6 hours. The sea surface temperature was taken from monthly values produced by the AOGCM. The small domain was setup with 135x293x38 points, with the boundaries positioned about 15 degrees outside the continent in the tropics, and the larger domain with 201x333x38 points, spanned additional 20 degrees in the east-west direction. In the second domain, the Intertropical Convergence Zone can produced by the RCM.

Figure 1. Domains of the Eta Model.

3. Results
During DJF, the austral summer, the major precipitation areas over South America continent occur in the Amazon, northern part of Northeast Brazil, central and southeastern parts of Brazil. These areas are associated with the Intertropical Convergence Zone (ITCZ), the South Atlantic Convergence Zone (SACZ) and frontal passages. The driver model produced the rain band associated to the ITCZ to the south of the observed position; a secondary band was positioned to the north suggesting a double structure (Figure 2). The small domain nested run did not show this double structure, however, the ITCZ rain was very weak, and therefore rains over Amazon region and northern part of Northeast Brazil were underestimated. The larger domain run exhibited the ITCZ rain position more correctly and the rain amounts over Amazonia and northern part of Northeast of Brazil have increased. The precipitation in subtropical areas and southern parts of the continent was not clearly affected by the increase of the domain size. Similar results were found in other seasons of the year.

The large positive temperature bias occurred over Amazonia and northern part of Northeast Brazil in the run using small domain area. These errors may have been caused by the reduced amount of precipitation. These positive bias have reduced or changed sign in the larger domain run. Again, negligible temperature effects occurred in subtropical or higher latitudes. The annual cycle of precipitation over Amazonia region showed substantial improvement in the larger domain setup. The amounts during rainy months were more accurate and the peak occurred in the correct month. Similar results were found in other seasons of the year.

4. Some Conclusions
The Eta model improved the large scale tropical precipitation and temperatures by positioning the lateral boundaries away from the region of interest. Negligible effects could be noticed outside the tropics.
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1. Introduction

The biosphere has a great impact in the South American climate (e.g., Silva Dias et al., 2002). Over the Amazon, the mean evapotranspiration adds from 3.3 to 5.2 mm H₂O day⁻¹ to the atmosphere, and the continental fraction of precipitation coming from evapotranspiration (ET/P) varies from 54% to 86% (Marengo, 2006). At same time, many studies have shown the impact of the moisture transport from the Amazon to the La Plata Basin. A unified vision of the monsoons system in Americas was proposed by Vera et al. (2006). They pointed that the soil-vegetation-atmosphere interactions process can control the establishment of monsoons and its interannual variability and intensity. Fu and Li (2004) stressed the importance of latent heat fluxes for the onset of wet season in the Amazon. The land surface scheme used to describe the soil-plant-atmosphere is one of the main components in the climate models, and it has a particular huge relevance in the climatic simulations over South America (hereafter SA). A common problem found in the regional climate simulations over SA using the RegCM3 (Pal et al., 2007) is a deficit of rainfall and sometimes a double peak in the rainy season in the Amazon (Seth et al., 2007). The present paper compares two simulations using different land surface models coupled in the RegCM3. We compare the impact upon the Amazon and La Plata Basin precipitation annual cycle reproduced by the RegCM3 coupled with the BATS ( Biosphere-Atmosphere Transfer Scheme; Dickinson et al. 1993) and the CLM (Common Land Model version 3.0; Dai et al., 2003).

2. Methodology

The RegCM3 model is a primitive equation model, compressible in the sigma-pressure vertical coordinate (Pal et al., 2007). Several physical parameterizations are available in RegCM3. This work utilizes the boundary layer scheme of Holtslag et al. (1990), the convective parameterization of Emanuel (1991), the Zeng scheme to solve the turbulent fluxes over the ocean and the CLM or BATS as surface model. We used a large domain (Figure 1) with 214 by 148 grid points in the east-west and north-south direction, respectively, and with 60 km of horizontal resolution and 18 vertical levels. The simulation period is from June 1, 2002 to February 1, 2005. For these same grid and period, the RegCM3 was run first using BATS (hereafter RegBATS) and second using CLM (hereafter RegCLM) land surface models. Details about the differences between CLM and BATS surface schemes are given by Steiner et al. (2005). The atmospheric initial and boundary conditions are from R2 NCEP reanalysis (Kalnay et al., 2002) and the sea surface temperature (SST) monthly mean is from the optimum Interpolatation SST - OISST V2 of the NOAA (Reynolds et al., 2002).

The simulation results were compared with the analyses known as CMAP (Xie and Arkin, 1996) and WM (Willmott, Matsura: climate.geog.udel.edu/~climate/).

3. Results

The mean precipitation for DJF (austral summer) of 2003-2004 is shown in Figure 2. The CMAP (Fig. 2a) depicts two main oriented precipitation bands, the Inter-tropical Convergence Zone (ITCZ) and the South Atlantic Convergence Zone (SACZ), and both were simulated by the experiments RegCLM and RegBATS (Fig. 2b-c). Compared with CMAP, the RegBATS overestimates the rainfall intensity in the SA monsoon core and in the continental branch of SACZ (Figure 2c). In these areas, the RegCLM presents a considerable reduction of the RegBATS wet bias. Specifically over the northwestern of Amazon basin, RegCLM shows a better representation of the CMAP rainfall.

Figure 1. Simulation domain, topography (shaded), and localization of two boxes (AMZ and LPB) referred in the text.

The time series of mean monthly rainfall for Amazon (AMZ) and La Plata Basin (LPB), see Figure 1, areas are presented in the Figure 3. In general the CMAP and WM show good agreement, except for the 2004 dry season over AMZ. Over the AMZ during the peak of the rainy season the RegCLM reduces considerably the RegBATS overestimation of the rainfall and improves agreement with observations. Despite this improvement in the magnitude of precipitation, the RegCLM simulates a rainy season that is about 15-30 days shorter in length than WM or CMAP. While RegBATS overestimates the rainfall in the rainy season over the AMZ, the RegCLM underestimates the rainfall during the dry season. However, in general, the RegCLM more accurately simulates the annual cycle of precipitation compared with observations. The drier dry season simulated by RegCLM could be related with the soil water content, a known deficiency of CLM3.0 (Oleson et al., 2008). This produces an increase of air temperature (Fig. not shown), resulting in a warm bias up to 4°C. As result, the RegCLM simulated temperature annual cycle is controlled by the precipitation, while the observed annual cycle is flat and mainly controlled by solar radiation (colder and warmer in the austral winter and summer, respectively).

As anticipated by figure 2, the differences decrease between RegCLM and RegBATS in the subtropics and extratropics of South America. This is very clear in the time series for LPB area (Figure 3b), where RegCLM presents a dry bias in the austral cold season while RegBATS shows a moist bias during the rainy season. The
air temperature annual cycle (Figure not shown) is well reproduced by RegCLM and RegBATS.

3. Conclusions
Comparisons of the performance of RegCM3 coupled with the BATS and CLM schemes over South America were conducted. The main improvement of the CLM is obtained in the Amazon where the simulated rainfall annual cycle reproduces the observed seasonal maxima in precipitation. However, during the dry season RegCLM produces an excessive decrease of rainfall in this area, resulting in drier soils and warmer air temperature. On the other hand, the BATS scheme produces excessive precipitation, and a smaller temperature bias. Over the subtropics (LPB area), the agreement between RegBATS and RegCLM improves. Improved representation of CLM hydrology (CLM3.5) is included in a recent RegCM3 version, and this version will be used to evaluate its impact on the dry season precipitation and temperature biases.
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Figure 2. DJF 2003-2004 mean precipitation (mm day^-1) from (a) CMAP, (b) RegCLM and (c) RegBATS.

Figure 3. – Time series of the RegCLM (red), RegBATS (green) and from CMAP (black) and WM (blue) monthly mean over the (a) AMZ (b) LPB boxes.
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1. Introduction
The responses of the climate system to increases in carbon dioxide concentrations and to changes in land use/land cover and the subsequent impacts of climatic variability on humans and natural ecosystems are of fundamental concern. Because regional responses of surface hydrological and biogeochemical changes are particularly complex, it is necessary to add spatial resolution to accurately assess critical interactions within the regional climate system for climate change impacts assessments. We quantified the confidence and the uncertainties of Type II dynamical downscaling which the lateral and bottom boundary conditions were obtained from Japanese 25-year ReAnalysis (JRA-25) and assessed the value (skill) added by the downscaling to a climate simulation in Japan.

2. Assessment of regional climate models
We investigated the reproducibility of present climate using two regional climate models with 20 km horizontal grid spacing, the atmosphere-biosphere-river coupling regional climate model (NIED-RAMS) and the Meteorological Research Institute Nonhydrostatic Model (MRI-NHM), both of which used JRA-25 as boundary conditions. Two key variables for impact studies, surface air temperature and precipitation, were compared with the Japanese high-resolution surface observation, Automated Meteorological Data Acquisition System (AMeDAS) on 78 river basins. Results simulated by the two models were relatively in good agreement with the observation on the basin scale. The NIED-RAMS bias of 2 m air temperature (2mT) were less than 0.5K and the bias of precipitation (P) were around 10% in most of the river basins on annual averages for three years (2002-2004). The biases over 29 years shown in the long term experiment are similar to those of the three year simulation (Figure 1). The model could add some information as to where the larger scale information was obtained.

3. Sensitivity to domain size and spectral nudging scheme
A regional climate model often has sensitivity to model configurations, such as domain size and nudging scheme. We conducted sensitivity experiments to domain size and nudging scheme using the NIED-RAMS. Smaller domain is 128x144 and larger domain is 216x240 (Figure 2). In each domain, we conducted experiments with/without spectral nudging scheme. Spatial characteristics of the detected bias of 2mT on river basins in Japan in the large domain were qualitatively similar to that of the small domain. The model bias of 2mT was quantitatively deteriorated in larger domain. On the other hand, model bias of P was not significantly altered in larger domain. The bias of P in June-July-August (JJA) was comparatively strongly influenced by the domain size. It can be attributed to the relatively weak synoptic-scale disturbances in the summer season. Spectral nudging scheme indicates some impacts on the mean bias of surface variables (2mT and P) particularly in JJA. But overall, the magnitudes of the impacts were not significant. It can be speculated that a large part of the domain area was dominated by the sea where sea surface temperature forcing should play a significant role, “nudging effect”, as a boundary condition.

Figure 1. The detected bias of 2m air temperature (°C) (upper) and precipitation (%) (lower) in the NIED-RAMS using station data, Automated Meteorological Data Acquisition System, on 78 river basins in Japan for 29 years.

Figure 2. Experimental domains: small domain (left) and large domain (right) in the NIED-RAMS.
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1. Introduction
Regional climate models (RCMs) –as well as climate models in general- have been found to show sensitivity to parameter setting. The origin, consequences and interpretations of this sensitivity are varied, but it is generally accepted that sensitivity studies are very important for a better understanding and a more cautious manipulation of RCM results.

In de Elia et al. 2008 we presented sensitivity experiments performed on the simulated climate produced by the Canadian Regional Climate Model (CRCM). Results presented here are an extension of that previous work, and concentrate on the sensitivity to parameter variation of the climate change projection simulated by the CRCM.

2. Model description
Different versions of the CRCM have been used for these experiments. For reasons of space and in order to keep a good level of readability, details of each individual model version will not be discussed. Differences between versions are due to model evolution and include changes in surface and convective schemes as well as radiation packages (for a description of the model and a list of references see Music and Caya. 2007). All simulations use spectral nudging, and are driven by either of two different versions of the Canadian GCM (CGCM2 and CGCM3). All simulations are run at 45 km resolution, with 29 unequally spaced levels in the vertical, and with a 15 min timestep.

Two domains are used in these experiments (see Fig. 1). The larger one (AMNO; 201x193 grid points) has been used in most experiments, and the smaller one (QC; 112x88 grid points) has been used for testing sensitivity to domain size.

3. Experiment design
This section presents the set of experiments used to evaluate the sensitivity of the CRCM-simulated climate change projection. The climate change signal was estimated by computing the difference between simulations performed with future CO2 concentrations (period 2041:2070) and those with present CO2 concentrations (period 1961:1990). The GHG scenario used is the A2 (see IPCC report)

Each experiment consists in the estimation of the climate change signal using a pair of control runs (future - present) that is then compared to a climate change signal estimated with a pair of perturbed runs (perturbed future – perturbed present).

The parameters perturbed are the following:

i. Initial conditions: In order to estimate the internal variability of the climate change projection, CRCM initial conditions are modified. Internal variability thus measured defines the threshold that any perturbation must surpass to be considered significant.

ii. Nesting interval: The CRCM driving information (GCM fields) is usually refreshed every 6 hours. Given our access to additional nesting data at a 12-hour interval, we decided to test sensitivity to this change.

iii. Driving GCM: Several studies show that changes in the driving GCM have strong impacts on RCM results. Here the CRCM was driven with two different versions of the CGCM (CGCM2 and CGCM3).

iv. GCM member: GCM climate estimations are sensitive to initial conditions, and this has an impact on the downscaled climate. Here we drive the CRCM with two different CGCM3 members to measure this sensitivity.

v. CRCM version: Different CRCM versions have been developed in recent years and these have been used to produce climate change projections.

vi. Domain size: It has been shown in several studies that RCM-simulated climate is sensitive to the choice of domain size. In this study we concentrate on the effect of domain size on the climate change signal.

In order to estimate the robustness of the sensitivity tests described above, more than one experiment per parameter was performed in most cases and these were carried out with different model versions. For reasons of space, at most two experiments for each parameter change are shown.

4. Results
Estimations of the climate change signal and its sensitivity to parameter variation were performed for several variables and statistics, for all seasons and regions in North America. Here we will concentrate on seasonal averages for the region shaded in Fig. 1 (covering mostly northern Ontario and central Quebec), in particular for winter temperature and summer precipitation.

Figure 2a and 2b illustrate the climate change signal for this region for different pairs of simulations (future-present). The different sensitivity tests are indicated in the abscissa.

Each pair of symbols (e.g., triangles) with identical colors represents the values of the climate change signal for the control and perturbed pairs. The distance between identical symbols should be interpreted as the sensitivity of the climate change signal. More than one color is used when more than one set of experiments is present.
In order to simplify the display, the identity of each simulation will not be indicated neither the model version, nor its role as either control or perturbed run. Figure 2a depicts the projected climate change for winter temperature. The first thing to note is that for all experiments realized temperature increases range between 4 and 6°C. CRCM internal variability seems to be a minor source of uncertainty at regional scale, while the nesting interval also seems to have a small impact. As expected, changes in the driving GCM has a larger impact, but curiously not as large as the change in GCM driving member (we believe that a sampling problem is responsible for this: if more driving data were available for different models, changes in GCMs should have a larger impact than a change in GCM members).

The spread caused by sensitivity to the driving member is the largest of all. It is important to point out that this spread could be considered as the minimum amount of uncertainty associated to a climate change projection. This is because even a perfect RCM driven by a perfect GCM will show dependence on the driving member. Winter temperature shows a weak sensitivity to the CRCM version used and the same can be said of domain size.

Figure 2b depicts the climate change projection for summer precipitation (in percentage). Overall results suggest that an increase of precipitation between 0% and 10% should be expected for this region. As for the case of winter temperature, variation in the driving GCM has the greatest impact through either a change in member or change in model. Internal variability has a minor role at the regional scale, although it is non negligible at the grid point scale (not shown). The impact of the nesting interval, although considerably larger than that of internal variability, is small compared to other sensitivities.

It can also be seen that a change in the CRCM version has an impact comparable to that of variations in the driving GCM. This result agrees with previous work that finds summer precipitation to be particularly dependent on the regional model used to perform the dynamical downscaling. Domain size is shown to be a non-negligible source of uncertainty, as was also found in previous studies.

5. Conclusions

In previous experiments (de Elia et al. 2008) we have studied the sensitivity of RCM-simulated climate to parameter perturbation. In the present work, we have extended the research to include the sensitivity of the climate change projection to parameter perturbation. These studies account for more than 30 40-year long simulations. Despite this effort, there still remains a lot of work to do, as many more sensitivity experiments are needed. Based on experiments to date we can say that issues related to the driving data are the most important, with the exception of summer precipitation where RCM perturbation plays an important role.

This conclusion could be interpreted in two different ways: From one point of view it is a positive result, since it tells us that RCMs are trustworthy tools that do not add too much noise to the driving large scale information. (too much sensitivity to parameter perturbation will be a cause of concern). But it is important to remember that for the case of sensitivity to domain size, this is not the product of chance: effort and resources were invested in the development of spectral nudging in order to alleviate this sensitivity.

From another point of view, it could be argued—and it is a common statement especially in the GCM community—that the dominance of the driving GCM as a source of uncertainty is an indication that RCMs play a minor role in climate downscaling (except for variables dominated by small-scales processes such as summer precipitation). These two opposing points of view indicate the intricate relation in climate downscaling between questions of uncertainty and those of RCMs potential added value. Both these issues are fundamental in the development of RCMs and deserve unrelenting attention.

![Figure 2](image.png)

**Figure 2.** Climate change projections for the seasonal average of the region presented in Fig. 1. Type of sensitivity experiment is defined in the abscissa. Panel a depicts winter temperature (in °C), and panel b summer precipitation (in %).
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1. Introduction

In the context of tropical climate dynamics, it is well known that the Brazilian Amazon precipitation variability is related to near-global ocean-atmospheric patterns associated with the El Niño-Southern Oscillation (ENSO) in the Pacific Ocean, as well as the interhemispheric sea surface temperature (SST) Gradient mode in the tropical Atlantic Ocean (Souza et al., 2000). Previous analyses done for two extreme and contrasting climatic scenarios named as unfavorable - El Niño and northward Atlantic SST gradient (favorable - La Niña and the southward Atlantic SST gradient) showed outstanding changes in both the Walker and Hadley cells in association with anomalously weakened (enhanced) ITCZ that, in consequence, yields deficient (abundant) rainfall in most of the Amazon region (Souza et al., 2005).

Here the focus is on eastern Amazon region adjacent to the equatorial Atlantic basin, where most of the precipitation occurs during the rainy season, typically from December to May, i.e., during austral summer (December to February – DJF) and fall (March to May – MAM) seasons. The present work reports the anomalous regional precipitation patterns observed in eastern Amazon and how well the RegCM3 simulations capture such seasonal rainfall distribution during contrasting years associated with the large-scale climate scenarios verified in the Pacific and Atlantic Oceans.

2. Data and Methodology

The observational data consists of a new integrated database containing in situ measurements extracted from 150 raingauge stations scattered in eastern Amazon, during the last 31 years (1978-2008), which it was compiled by the RPCH project at Federal University of Pará, Brazil. Such data represent well the main regional precipitation aspects with reference to others datasets (De Souza et al., 2008). We used the last version of Regional Climate Model version 3 - RegCM3 developed by International Centre for Theoretical Physics (ITCP), which is third generation of the regional climate model originally developed by NCAR (Giorgi and Bates, 1989; Dickinson et al., 1989) The ITCP RegCM3 is limited-area, hydrostatic, compressible based on primitive equations and employs a terrain following e-vertical coordinate. Detailed descriptions of the dynamical core, model physics, chemistry, radiation, surface and convective schemes and specifications of initial and boundary conditions can be found by Pal et al. (2007). In the present paper, the RegCM3 domain is set up over eastern Amazon with 80 x 80 points in latitude x longitude (30 Km horizontal resolution). 27 seasonal simulations using Grell and MIT convective schemes are performed for the 1982/83 to 2007/2008 period using lateral boundary conditions updated each 6 hours obtained from NCEP/NCAR reanalysis and SST from NCEP oiv2 monthly dataset.

Here, the results are investigated as composites anomaly maps obtained from four climatic scenarios in which were observed Pacific ENSO phases (four El Niño events: 1983, 1987, 1992 and 1998; seven La Niña events: 1984, 1985, 1986, 1989, 1996, 1999 and 2000) and Atlantic SSTa gradient phases (two northward gradient events: 1997 and 2002; four southward gradient events: 1985, 1986, 1989 and 1994). Such events are objectively selected by the Trenberth (1997) and De Souza et al. (2005) criterion. Thus, the precipitation anomalies as departures from the 1982-2008 long term mean (for both observations and simulations) are calculated for those composite scenarios. In order to verify the systematic errors of the simulations against observations, it was estimated the local bias and absolute error for each composite.

3. Results

For brevity, we present only composites for Atlantic conditions. Figure 1 shows seasonal precipitation anomalies observed (RPCH) and simulated by RegCM3 using Grell and MIT schemes as well as the corresponding absolute error maps for the Atlantic northward SSTa gradient phase. This figure is associated with the simultaneous positive/negative SST anomalies over tropical north/south Atlantic basin (Fig. 1a) during DJF and MAM. The impact on the seasonal regional precipitation is presented in Figs. 1b and 1g, so that there are widespread negative rainfall anomalies over the whole eastern Amazon during both seasons. The RegCM3 simulations capture well the spatial pattern of the anomalous negative rainfall distribution (Figs. 1c, 1d, 1h, 1i), however there are systematic errors related to the dry bias predominance using Grell scheme over north/northeast sectors and wet bias over west/south/southeast sectors using MIT scheme (Figs. 1e, 1f, 1j, 1k).

Figure 2 shows the seasonal regional precipitation anomalies observed in eastern Amazon and how well the RegCM3 simulations capture such seasonal rainfall distribution (Figs. 1c, 1d, 1h, 1i), however there are systematic errors related to the dry bias predominance using Grell scheme over north/northeast sectors and wet bias over west/south/southeast sectors using MIT scheme (Figs. 1e, 1f, 1j, 1k).

Figure 2 shows the seasonal regional precipitation anomalies observed in eastern Amazon in association with the southward SSTa gradient in the intertropical Atlantic. It is evidenced a positive precipitation anomalies predominance over the whole region (except in the northwest sector during MAM). Such abundant spatial rainfall pattern during rainy season is well simulated by RegCM3 using both Grell and MIT parameterizations. Although the RegCM3 captures well the precipitation sign, there is a dry bias over entire region using Grell (Fig. d) and a dry/wet bias over north/south sector using MIT scheme.
4. Concluding remarks

Previous modeling studies pointed out that the representation of the moist convective processes and the capacity in simulating regional precipitation volume or anomaly and its spatial distribution are a challenge for the scientific community, particularly over Amazon region located entirely over tropical South America. The present paper presents a contribution on tropical climate modeling with emphasis on the seasonal precipitation in eastern Amazon. Based on RegCM3 simulations for a 27 years period (1982 to 2008) considering high resolution domain scale (30 Km) and qualitative and quantitative validations with reference to RPCH observational data extracted from a dense raingauge station network, it was investigated the model performance in capturing anomalous regional precipitation variability during contrasting years associated with large-scale climate scenarios verified in the Pacific and Atlantic Oceans. Overall, the results showed that RegCM3 represent well the spatial patterns of the regional rainfall anomalies, but there are systematic errors related to the dry bias in the north sector and wet bias in the south sector of the eastern Amazon using both Grell and MIT convection schemes.
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1. Introduction

The primary and most comprehensive tools to study future climate are the Atmosphere-Ocean General Circulation Models (AOGCMs). Present horizontal grid intervals of the atmospheric component of AOGCMs are insufficient to capture the fine-scale structure of climatic. In this context, an alternative to obtain future regional climate projections is the use of high-resolution Regional Climate Models (RCMs), nested at their lateral boundaries with low-resolution AOGCMs (Giorgi and Bates, 1989; Laprise et al., 2008). Because differences between AOGCMs and RCMs are mainly their resolution, the small scales represent the main potential added value of the high resolution RCM over the AOGCM. We say “potential added value” because the RCM simulation should satisfy several conditions before this potentiality becomes effective. Among them: the one way nesting technique must be reliable in the sense that it should allow a good development of the fine scale with no amplification of driving fields errors; overall regional models errors should be smaller or equal than those from the global model; and, the considered variable must contain information of fine scales.

In this work we focus on the models specific errors, and in order to do so we have studied daily precipitation as simulated by the Canadian RCM (CRCM) and the Canadian GCM (CGCM).

2. Methodology and data

The methodology used to investigate the presence of added value in CRCM simulations is based on the assessment of the RCM performance when compared to its driving model and observed data. We have evaluated some statistics of daily precipitation as simulated by both models in several regions across Canada (see Figure 1) during the period 1971-1990.

![Figure 1. Specification of areas of interest. Blue boxes indicate regions including one CGCM grid point.](image)

A direct comparison between a RCM, a GCM and observed values can be properly done when quantities are equivalent for the three sources of data. In this work, the evaluation is carried out at scales that are greater or equal than that of the coarser resolution data. In our case, the CGCM defines the minimum area (i.e., one CGCM grid box) at which perform the comparison and this forces as to transforms high resolution data into lower resolution. Upscaling RCM and observed results to the GCM level is simply done by computing the spatial-average of all grid-points and stations data within each GCM grid box. Similarly, the fact that the CGCM cumulative precipitation data was archived at 24-hour intervals forces to carry the comparison at this time scale, thus discarding shorter time interval information. As a result, the considered variable does not explicitly contain spatio-temporal fine scale information produced by the CRCM. The hypothesis of the existence of added value then lies not in the presence of fine scale information but in the assumption that the global model is expected to have little skill near its truncation limit (Laprise, 2003; Feser, 2006).

The global model used in this study is the third generation of the Canadian Centre for Climate Modelling and Analysis Coupled Global Climate Model (CGCM3). The gridded output of precipitation occurs on a 96 by 48 Gaussian grid (output data has a grid spacing of 3.75° in latitude and longitude). The CRCM simulations were performed at the Ouranos Consortium with horizontal grid spacing of 45 km (true at 60° N) over a North American domain with a total of 201 by 193 grid points. Two CRCM simulations were considered in the present investigation differing only in the lateral boundary conditions used as nesting data. One simulation is driven by the CGCM and will be designated as CRCM (CGCM). The other simulation is nested by the National Centers for Environmental Prediction (NCEP) - National Center for Atmospheric Research (NCAR) reanalyses and will be designated as CRCM (NCEP).

3. Intensity frequency distributions

Intensity frequency distributions are constructed with bin sizes that vary logarithmically in order to account for the reduction on the number of events with increasing intensity. The frequency of each category is calculated using the following thresholds: 1, 2, 4, 8, 16, 32, 64, 128, 256 and 512 mm/day. As an example, Figure 2 shows the intensity frequency distributions as observed and simulated in the BC region for the winter season.

![Figure 2. Intensity frequency distributions of precipitation rate in BC for wintertime.](image)

A simple score $S$ (Perkins et al., 2007) that measures the overlap between simulated ($f_{r}^{mod}$) and observed ($f_{r}^{obs}$) intensity frequency distributions is defined for each region $r$ with the aim of obtaining an objective comparison,

$$S_r = \sum_{k=0}^{n} \min\left( f_{r}^{mod}(k), f_{r}^{obs}(k) \right) $$
where $k$ represents the number of the category. $S$ varies between 0 indicating that no overlap exists among the distributions, and 1, when both distributions are identical. The $S$ score as calculated from the different data is presented in Figure 3. In winter season, the CGCM and the CRCM display similar skill to simulate the frequency and intensity of observed daily values by showing similar values of the $S$ score, independently of the region considered (with maybe the exception of BC and ALTA regions). In summer, models have more difficulties to reproduce the observed daily distributions, presenting smaller values of $S$ than in wintertime. The CGCM shows a better agreement with observed data than the CRCM and this improvement is mainly coming from a better simulation of the frequency of observed dry days (not shown).

Differences of the 95th percentile values across regions are generally well simulated by both models in both seasons. In summer, the CGCM produces generally a better agreement with observed values than the CRCM. The latter shows a consistent underestimation of the frequency of occurrence of heavy precipitation events as compared with observed frequencies.

5. Summary and discussion

Results of the comparison of daily values of precipitation as simulated by a regional and a global model suggest that there is no evidence of the existence of added value at the scale studied. It is important to emphasise that the approach employed in this study is based on the assessment of spatial and temporal scales of precipitation that are represented by the two models although in a much coarser way by CGCM since these scales are near its truncation limit. Advantages of the RCM simulations due to its higher spatial-temporal resolution have not yet been explicitly explored but it will be part of our next step. Although the failure of the assumption from which added value should be expected (i.e., that the global model have little skill at their smallest resolved scales) can account for the absence of added value, it can not explain that the CGCM performs better than the CRCM (see for example the simulation of heavier events in Figure 4). Others errors, probably specific to the model seem to play an important role in the simulation of precipitation statistics. In general, this work highlights the need to further investigate issues related to added value in RCMs. Certainly this work must be extended to studies that explicitly include fine spatial and temporal scale features. For more practical purposes, as when using RCM-simulated scenarios in regional impact studies, a characterization of added value in terms of the variable, climate statistic, surface forcing, weather regime, etc. would be of interest.

4. Heavier precipitation events

We use the 95th percentile of the distribution to evaluate the performance of models to reproduce the heavier precipitation events (see Figure 4). Seasonal 95-percentiles are estimated from approximately 90 values of precipitation rate (20 years of daily data).
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The Asian summer monsoon in ERA40 driven CLM simulations

A. Dobler and B. Ahrens
Institute for Atmosphere and Environment, Goethe-University, Frankfurt am Main, Germany (dobler@iau.uni-frankfurt.de)

1. Introduction
Regional climate simulations using the CLM (the climate version of the COSMO-model, see http://www.clm-community.eu) have been carried out in a South Asian domain. The simulations are driven by ERA40 reanalysis data and have a grid resolution of 0.44°. Similar simulations with CLM are successfully performed for European simulation domains (e.g., Dobler & Ahrens 2008). A shown in Fig. 1 the precipitation climate simulated with CLM in South Asia shows substantial deficiencies. The objective of this paper is to discuss the representation of the monsoonal system in the CLM and its relationship to the realized precipitation fields.

2. Methods
There are several indices available which try to quantify the strength and variability of the South Asian summer Monsoon. These indices are based on rainfall (e.g., Parthasarathy et al., 1992), vertical zonal or meridional wind shear (e.g., Webster and Yang, 1992; Goswami et al., 1999), and on combinations of these parameters. In Wang and Fan (1999) the choice of the appropriate index is discussed and further indices are introduced.

In this work we apply the indices to the CLM simulations. The results are compared to observations or ERA40 (Uppala et al., 2005) and NCEP (Kalnay et al., 1996) re-analysis data to find possible reasons for the CLM deficiencies.

3. Results
While the magnitudes of the different indices are of similar order in CLM, ERA40 and NCEP, the correlations between the time series of the indices from single data sources vary considerably (not shown). Thus, we take a look at the spatial distribution of the parameter fields involved in the index calculations.

Figs. 1-3 show the spatial distribution of the precipitation model bias of CLM, ERA40 and NCEP data compared to GPCC for JIAS from 1960 to 2000. While the CLM shows an overestimation of precipitation at the Indian west coast, both re-analysis data sets show an underestimation in the same region, but an overestimation just behind the coast. The same holds for the east coast of the Bay of Bengal.

Over the whole Tibetan plateau, both ERA40 and NCEP data show an overestimation of precipitation. Here the CLM shows good agreement with the observational data set.

The differences in the 200-hPa winds are only small (not shown). However, looking at the 850-hPa zonal winds in the CLM model, the ERA40 and the NCEP re-analysis data (Figs. 4-6), we see that the CLM shows higher wind speeds between Somalia and the Indian west coast, and over the Bay of Bengal.

At the foothills of the Himalayas, the CLM shows some significant westward winds, which are not visible in the ERA40 or NCEP data. This is also the region, where the CLM shows the highest underestimation of precipitation. But, we expect that these deficiencies are related to regional phenomena and on only indirectly to the monsoonal system representation.

The meridional 850-hPa winds east of Somalia are also higher in the CLM model than in the re-analysis data (not shown).

4. Conclusions
The generally high wind speeds at 200 hPa show only small differences between the different data sets resulting in vertical wind shear indices, which are of similar magnitude in all three models. Therefore, it is difficult to interpret the monsoonal dynamics in the model simulation based on these indices.

However, looking into the parameter fields involved in the applied monsoon indices allows a preliminary conclusion: the simulation of the 850-hPa winds (especially the zonal component) and in consequence the moisture flux have a strong influence on the simulated precipitation climate in the three models examined.
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Figure 1: Mean monthly differences between CLM and GPCC precipitation data for the Monsoon months (JJAS) from 1960 to 2000.

Figure 2: As for Fig. 1, but for ERA40 precipitation data.

Figure 3: As for Fig. 1, but for NCEP precipitation data.

Figure 4: 850 hPa zonal winds averaged over the Monsoon months 1960-2000 in the model region from the CLM simulations. The unit for contour values is m/s. The region where the 850 hPa surface is below ground is shaded.

Figure 5: As for Fig. 4, but for ERA40 zonal wind data and without the shading.

Figure 6: As for Fig. 5 but for NCEP zonal wind data.
Added value of limited area model results

Frauke Feser, Hans von Storch, Jörg Winterfeldt, and Matthias Zahn

Institute for Coastal Research, GKSS Research Center, Geesthacht, Germany, Frauke.Feser@gkss.de

1. Regional Climate Model Results

Regional climate models (RCMs) of the atmosphere are widely used in climate research studies. They serve a variety of purposes, from process studies and weather forecasting to long-term simulations. Such models can process multi-year to multi-decadal large-scale weather information (for the past or for some hypothetical future, e.g., scenarios) and use high-resolution topographic details. The question is: ‘Do they return more than the original forcing data’s knowledge (specified at the boundaries or as well at the large scales; possibly after some simple downscaling application such as spatial interpolation)?’ The additional knowledge is usually termed “added value” — and so far, efforts in determining this added value are rare. Instead general assumptions are made, e.g., that higher grid resolutions should lead to better results. But evidence that the quality of such additional detail is superior to a simple geo-statistical post-processing of the global forcing data is not often provided.

In the present talk, the efforts of our group to determine such added value in multi-decadal simulations with different regional climate models are summarized and evaluated. These simulations were mostly “reconstructions”, e.g., simulations of the weather dynamics since 1948 until today of Western Europe or the Northwestern Pacific. Most of these simulations have been done with the constraint of spectral nudging. Thereby the RCM was forced to simulate the assumedly well-resolved large-scale features of the driving fields correctly, while the dynamics at smaller scales were simulated solely by the RCM (von Storch et al. 2000). Conditional upon the model area and the degree of exchange via the lateral boundaries, success in simulating the “right” features at the observed time and location may depend on the constraint of the large-scale dynamics (Rockel et al. 2008).

2. Added Value

We have identified several fields, where added value of RCMs emerges. The better representation of spatially distributed processes allows a more realistic description of meso-scale phenomena – examples are North Atlantic polar lows and East Asian typhoons (e.g., Zahn and von Storch 2008; Feser and von Storch 2008).

Features resolved in numerical data are typically of the order four grid boxes or above. For global reanalysis products, this means that phenomena smaller than 800 km are not represented well. In Fig.1 the increased information gained with a RCM is shown for a SLP field including a polar low. Polar lows are meso-scale (200-1000km) sized maritime storms in the Arctic. In the DWD analysis, the polar low is visible with closed isobars off the Norwegian Coast, whereas in the NCEP/NCAR field only a weak pressure trough exists. Using these data to drive a climate model RCM simulation, it is possible to reproduce the polar low with closed isobars (Zahn et al. 2008).

Figure 1. 10m wind speed ≥ 13.9m/s and air pressure (at mean sea level) on 15 October 1993: NCEP/NCAR analysis after interpolation onto the CLM grid, DWD analysis data, CLM simulation. The black dot indicates the positions of the polar low’s pressure minimum in the CLM simulation.

The added value of this procedure becomes particularly distinct, when the meso-scale information is extracted from the full MSLP-fields (by applying a band pass filter). In Fig.2 the polar low is comprised in the DWD analysis as well as in the RCM field, but not in the NCEP/NCAR-field.

So far these findings were used to automatically detect polar lows in long-term simulations and to investigate their frequency and changing annual numbers.

Figure 2. Band-pass filtered MSLP (isolines; hPa) and 10m wind speed anomalies on 15 October 1993: NCEP/NCAR analysis, DWD analysis data, CLM simulation. The black dot indicates the positions of the polar low’s pressure minimum in the CLM simulation.
The higher spatial resolution, compared to the driving large-scale data, will in general not improve the representation of the large-scale dynamics, but presumably mostly the meso-scale dynamics. This can be demonstrated by comparing statistics of meso-scale dynamics simulated in extended RCM simulations with operational regional weather analyses. To do so, suitable digital spatial filters are needed (Feser and von Storch (2005)). It turns out that regional models show an added value in describing meso-scale variability compared to the driving global reanalysis, in particular, when the RCM is constrained at the large spatial scales (Feser (2006)). Not unexpectedly, the description of the large scales is slightly deteriorated.

The higher resolved description of physiographic details, such as mountain ranges, coastal zones and details of soil properties has the potential of describing the weather and its statistics in such regions closer to reality than the global analyses or simulations. By comparing RCM simulated data with QuikSCAT satellite and with local buoy data, Winterfeldt and Weisse (2009) demonstrated that the usage of RCMs indeed leads to an advanced description of wind speed statistics in coastal seas, while conditions in the open ocean were not improved (Fig. 3).

Figure 3. Modified Brier Skill Score calculated from co-locations between QuikSCAT L2B12, NRA_R1 and SNREMO (SN stands for use of spectral nudging) in the wind speed range from 3 to 20 ms\(^{-1}\) and the years 2000 to 2007, where QuikSCAT L2B12 serves as "truth", NRA_R1 as reference "forecast" and SN-REMO as "forecast". Blue areas indicate value lost, while red areas indicate value added by dynamical downscaling.

Finally, an important utility of such multi-decadal model data is that they may be used to quantitatively describe hazards and changing conditions in the regional Earth System – examples are the hydrodynamics of marginal seas, in particular currents, sea level, and thus storm surges or ocean wave conditions and related hazards (CoastDat; Weisse et al. (2009)).
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Sensitivity of CRCM basin annual runoff to driving data update frequency

Anne Frigon¹ and Michel Slivitzky¹,²
¹Ouranos Consortium, Montreal, Canada frigon.anne@ouranos.ca
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1. Introduction
Since the inception of Ouranos in 2002, its Climate Simulation Team (CST) has had the responsibility to carry out regional climate change projections over North America. The first simulations were performed with the Canadian Regional Climate Model (CRCM; Caya and Laprise 1999), which was originally developed at the Université du Québec à Montréal (UQAM). The CST got strongly involved in the development of its operational version and of later versions of the model. The CRCM was originally built on the physics package of the Canadian GCM2 and so, the first regional projections were driven by its parent GCM.

The more recent CRCM4 (Music and Caya 2007) regional climate projections were driven by the latest CGCM3 (Scinocca et al. 2008). However, over a total of five members available from CGCM3/T47-A2 runs, the first three were archived at a 12-hour interval, while the last two were 6-hourly (#4 and #5). Up till now, all CRCM simulations have been performed with 6-hourly driving data.

Although it is obviously preferable to drive an RCM with the shortest time interval (6-hourly in our case), some earlier results suggest that a 12-hour interval would produce reasonable results (Denis et al. 2003).

For this purpose, we designed a series of experiments to examine the sensitivity of the CRCM to the frequency of driving data (6-hourly VS 12-hourly). We included the two regional domains (Figure 1), typically in use at Ouranos, allowing us also to explore sensitivity according to domain characteristics.

The analysis is performed with 30-year annual series of simulated runoff over 21 basins of interest over Québec (Figure 2); these basins cover from 13 000 to 177 000 km². Internal variability is also considered in order to put in perspective our sensitivity results with regard to the model’s intrinsic noise.

2. Experimental Configuration
For this sensitivity analysis, pairs of 30-year simulations were performed with the CRCM at a 45-km resolution, where the “reference” run is driven with 6-hourly CGCM3 data, while the “perturbed” run uses re-sampled data at a 12-hourly frequency (00 and 12GMT). Linear interpolation of the driving data is performed to get to the CRCM’s 15-minute time steps.

Over the AMNO domain, a total of four pairs of 30-year CRCM_V4.2 simulations were run, driven by members #4 and #5 of CGCM3-A2, over the recent past (1961-1990) and future (2041-2070) periods. Over the smaller QC domain, two pairs of 30-year simulations of CRCM_V4.2 were driven by member #4, over past and future time windows. For all simulations, spectral nudging was applied within the regional domain to large-scale winds in order to keep the large-scale flow close to that of the driving data (Riette and Caya 2002).

Figure 1. Large AMNO (200x192) and smaller QC (111x88) CRCM domains at 45-km resolution with topography in color shades [meters].

Figure 2. Basins of interest with CRCM’s 45-km grid.

3. Results
Figure 3 summarizes sensitivity results over the 21 basins from CRCM’s pairs of simulations performed over the large AMNO domain. It presents the difference in the 30-year climate mean and the (centered or unbiased) Root Mean Square Difference (RMSD) obtained from basin simulated annual runoff of each pair of runs. The percent values have been obtained by dividing by the mean of the “reference” run (even though it is arbitrary in the case of internal variability). The black diamonds encompass the sensitivity to driving data frequency (12-hourly VS 6-hourly; from four pairs), while the red stars represent the CRCM’s internal variability at basin scale (from three pairs of 30-year “twin” runs, differing only in their initial conditions; Frigon et al. 2008). The Figure shows that, for the AMNO domain, the sensitivity to driving data frequency has an effect on basin annual runoff that is comparable but slightly higher than the model’s internal variability.

We have also illustrated the influence of the driving GCM’s internal variability on the CRCM (i.e., the change produced in the downscaled climate by driving with different GCM members), as shown by the green squares on Figure 3 (from two pairs of 30-year CRCM runs; Frigon et al. 2008). This additional information provides
relevant information, considering that RCMs are aimed at providing climate change projections and their associated uncertainty (meaning that they should be driven by different members and various GCMs). It is clear that the sensitivity of basin annual runoff to driving data frequency on AMNO is much smaller than the effect of the GCM member, asserting that sensitivity is within the CRCM’s noise level.

Figure 4 presents sensitivity results over the smaller QC domain, in the same form as in Figure 3. Here, the blue stars (from three pairs of 30-year “twin” runs) represent CRCM’s internal variability at basin scale. It is clear that sensitivity of basin annual runoff to driving data frequency (black diamonds; from two pairs) is important. It is not only more important than the model’s internal variability but it shows a large systematic difference in the 30-year climate mean at basin scale. This implies that changing the driving data frequency on the smaller QC domain alters the simulated climate. However, the effect of driving data frequency on the RMSD of annual runoff is not as important as on the climate means.

Finally, we have examined the effect of driving data frequency (12-hourly VS 6-hourly) on the climate change signal for basin annual runoff (2041-2070 VS 1961-1990) (not shown). With the AMNO domain simulations, climate change becomes more sensitive than would be expected from a simple extrapolation of its effect on the climate. On the other hand, over the QC domain, some compensation effects seem to take place, since the climate change signal becomes less sensitive than would be expected from results depicted in Figures 3 and 4.

4. Discussion

An analysis of the effect of the driving data frequency (12-hourly VS 6-hourly) at the basin scale has provided interesting information. Over the investigated basins, sensitivity to driving data frequency varies according to domain dimension. We know that smaller domains are more constrained by their driving data and we find that the smaller QC domain is very sensitive to a change in driving data frequency, probably because the basins of interest are located much closer to the western inflow lateral boundary.

In answer to our original question, this first analysis indicates that there is potential use for the CRCM4 simulations on the AMNO domain driven by the five CGCM3 members, even though all members are not available at a 6-hourly interval. This does not seem possible with the QC domain because of an important change in the simulated climate. We must mention that all simulations were performed with spectral nudging, which may influence the sensitivity results, particularly over the smaller QC domain.

Although the question treated here was mostly driven by our specific operational needs, the general problem of the impact of a low updating frequency remains open, especially for simulations with increasing resolution.
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High-resolution dynamical downscaling error components over complex terrain
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1. Introduction

Recent regional climate scenarios for are often based on regional climate models (RCMs) operated on 50 km to 25 km spaced grids. The emerging generation of regional climate scenarios is often given on 10 km grids, which is particularly useful in mountainous and climatologically complex areas like the European Alpine region. This resolution enables to resolve climate characteristics of relatively small sub-regions (about 50 x 50 km). However, the typical error characteristics of such high resolution climate simulations and the impact of model setup on model errors are not properly characterized yet.

2. Methods

In this study we quantify the relative importance of major downscaling error components (errors due to spatial setup, model structure, and physical parameterization) of high resolution RCMs (10 km grid spacing) in the European Greater Alpine Region (GAR) on a sub-regional basis (see Fig. 1 for the sub-regions). The study is based on a large ensemble of about 60 one-year simulations performed with four different RCMs (COSMO-CLM, MM5, WRF, REMO) driven by lateral boundary conditions of the ERA-40 reanalysis. We investigate seasonal precipitation and temperature errors (see Suklitsch et al. [2008] for such an evaluation for parts of the ensemble) and the relative impact of details in the downscaling strategy on error variability using a similar method as Déqué et al. [2007].

3. First Results

First results for a subset of the entire ensemble consisting of 29 COSMO-CLM and MM5 simulations indicate that the selection of the model domain (orange in Fig. 2) plays a major role in the error budget in winter, in higher elevated regions, and near the inflow boundary of the model domain. Error variability due to physical parameterization (green in Fig. 2) is more important in summer and in regions that are orographically shaded from the synoptic flow. Error variability contributed by the type of RCM (blue in Fig. 2) could not yet be reliably quantified due to a too small ensemble size (only 2 RCMs). The full ensemble consisting of 4 RCMs will enable a rough estimation of this error component.

Figure 2. Relative contribution of details in downscaling strategy on the temperature error variability [%] (annual mean): Selection of RCM (blue), physical parameterization (green), domain location and size (orange), further error components (grey).

In addition to the analysis of error components, we’ll quantitatively characterize temperature and precipitation errors of high resolution RCMs operated in mountainous areas.
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Climate change projections for the XXI century over the Iberian peninsula using dynamic downscaling
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1. Introduction

Climate change is one of the most concerned problems in the actual society, as pointed by the last report of the IPCC (IPCC, 2007). Specifically, the Iberian Peninsula (IP), as part of the Mediterranean Region, has been identified as one of the most responsive regions to climate change (Giorgi, 2006; Diffenbaugh et al., 2007).

Due to its orographic complexity, the IP has many different climates, and a good spatial resolution is needed to understand the details and possible effects of climate change. Nevertheless, the Global Circulation Models (GCM) have a too coarse resolution which makes them unfeasible to study climate change implications over the IP.

For this reason, a regionalization process must be carried out to improve the spatial resolution of climate projections in order to assess the climate change over the IP.

2. Experiments

The simulations have been performed using a climate version of the regional atmospheric model MM5 (Montavez et. al., 2006), over two-way nested domains with resolutions of 90 and 30 km respectively. The inner domain covers the full IP.

Four centennial simulations have been performed using outputs from the GCMs ECHOG and ECHAM5 as driving conditions. The notation for the fours experiments and the time periods covered by each experiment is as follows:

- **ECHOG-A2**: covers the period 1990-2099
- **ECHOG-B2**: covers the period 1990-2099
- **ECHAM5-A2**: covers the period 2001-2099
- **ECHAM5-A1B**: covers the period 2001-2099

3. Methodology

In order to investigate the warming signal along the XXI century an Empirical Orthogonal Functions (EOF) analysis has been used. This approach increases the signal to noise ratio, reduces the huge dimensionality of the problem and makes possible to analyse independently the spatial and temporal features of the 2-m temperature series (von Storch and Zwiers, 2007).

The maximum and minimum 2-m temperature monthly series have been studied for each month separately in each experiment. In all cases, the variance explained by just the first EOF is around 85% percent of the total. This implies that the first EOF contains the warming pattern, as obtained by others authors (e.g. Zorita et al., 2005). For this reason, below only the first EOF is studied, and it is referred as the spatial warming pattern.

4. Results

The spatial structure of the patterns and their temporal evolution have been studied separately.

A very important feature of the warming patterns is that they have an important annual cycle: summer patterns look quite different from the winter ones. For example in the Figure 1 are depicted the spatial patterns for 2-m maximum temperatures for March (up) and July (down), respectively. In summer months, the patterns look more continental, meanwhile in spring and autumn they seem to follow the orography. Nevertheless there are many differences in the behavior of maximum and minimum 2-m temperatures (not shown).

Figure 1: Spatial warming pattern for March (up) and July (down).
There is nevertheless a large agreement between experiments. For a given month, the spatial pattern is very similar, and in fact the spatial correlation is around 90%. This means that the spatial warming patterns found are an inherent characteristic of the domain and the month, not a feature of the GCM neither the SRES scenario used to perform the simulation.

In the temporal evolution, the importance of different scenarios and GCM is found. In the A2 scenario the warming signal is stronger, and it is reflected in a larger trend in the Principal Component associated to the first EOF.

There is also an important difference in the evolution of maximum and minimum 2-m temperatures along the XXI century. The maximum temperatures suffer a higher warming. This could yield in an increase of the daily temperature range.

Finally, the amount of warming has also an annual cycle. Both the maximum and minimum temperatures have a more marked trend in summer months. This means than the climate could become more continental in the future.

5. Conclusions

A study of the warming patterns over the IP under several scenarios and with different GCM has been performed using a climate version of MM5 mesoscalar model. An EOF analysis has been employed in order to reduce the noise in the warming of 2-m maximum and minimum temperature and reduce the dimensionality of the problem.

It has been found that the first EOF accounts for the main warming pattern, and this depends on the month and on the variable. There is an important annual cycle and an asymmetry in the behavior of maximum and minimum temperatures.

The most important result is that these projections are consistent under different scenarios and using different GCM coupled to the regional climate model. The only difference between scenarios is the intensity of these changes in the IP climate, not the qualitative features.

Finally, the spatial structure of the warming patterns seems to be related to several physical parameters like continentality or height over the sea. Further research should be devoted to fully understand these changes, which could be related to changes in the global circulation.

As future work, others simulations should be performed driven by other GCM. Also, other task involve checking whether these patterns are also present for pre-industrial climate, as obtained by others authors
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Regional climate change scenarios – benefits of modeling in high resolution for central and eastern Europe in Project CECILIA
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1. Project CECILIA

Resolution of regional climate simulation is an important factor affecting the accuracy of dynamical downscaling of the global changes. Especially the extremes are strongly dependent on the terrain patterns as shape of orography or land use, which can contribute to extreme temperatures or precipitation appearance and distribution. Project EC FP6 CECILIA (Central and Eastern Europe Climate Change Impact and Vulnerability Assessment) is studying the impact of climate change in complex topography of the Central and Eastern Europe in very high resolution of 10 km. The impacts on agriculture, forestry, hydrology and air-quality are studied within the project, and precise information from regional climate simulations is necessary.

2. CECILIA RCMs and simulation strategy

One of the commonly used RCM in the targeted regions is the model RegCM distributed freely from ICTP. The model was originally developed by Giorgi et al. (1993a,b) and later augmented as described by Pal et al. (2007). Another RCM has been used recently, starting from an operational NWP model used in several national meteorological services in the targeted domain. This is the ALADIN-CLIMATE model and first experiences from its development can be found in Huth et al. (2003). The basic objective of modelling activities in CECILIA project is to produce simulations on targeted domains using very high resolution of 10 km for a past period (1961-1990) driven by ERA40 reanalysis used for validation of the models as well as for a reference period (1961-1990) and scenario time slices (2021-2050 and 2071-2100) based on ENSEMBLES 6FP EC IP A1B GCM simulations. Two models have been supposed to be used as source of driving fields over six target areas, ALADIN-Climate family using stretched climate change transient run by ARPEGE/Climat for ENSEMBLES project, RegCM family using RegCM transient ENSEMBLES run for whole Europe in 25km resolution driven by transient run of ECHAM5. While the stretched ARPEGE run provides reasonable resolution in targeted regions for direct application of 10 km resolution RCM, the difference between 10 km resolution of RegCM and the resolution of other common global models is too large, that is why the double-nesting using 25 km RegCM run as an intermediate step was used. The individual partners running the simulations settled with respect to their purposes and resources available the integration domains (see Fig. 1) when preparing to perform the simulations driven by reanalysis fields, which is necessary for subsequent validation of the models performance. The first effort was given to produce the high resolution runs based on the reanalysis data in targeted areas for the period of 1961-90, allowing spin-up of the models from the beginning of 1960 as starting time, moreover, most partners extended the period till the end of 2000 for more extended validation.

3. Validation of CUNI experiments – output localisation

Comparison of reanalysis run for temperature and precipitation with respect to CRU 10° climatology as well as ENSEMBLES gridded data (E-obs, Haylock et al., 2008) is available. Reasonable agreement can be seen as well as the similar patterns in interdecadal variations for temperature. The benefit of high resolution is well expressed in the results, especially when going to local scale. There is slight warm bias in January in most region of interest, with pronounced tendency to none or colder bias in the upper locations which might be another demonstration of high resolution benefit as orography of the model terrain is better represented than orography in 10° CRU resolution. This is similar to July performance where rather cold bias prevails anyway. There is rather overestimation of precipitation due to excessive smaller amounts appearance. Significant wet bias can be seen both for January and July. The problem is not so serious in main domain of interest during July (except the first decade), for January there is again the feature of upper locations expressed, but further analysis has to be performed to get sources of the differences, as well as the tests with modified large scale precipitation parameterization settings. Similarly as for temperature, despite of the biases the potential of high resolution simulation in capturing of orographic features is well pronounced. The density of information in high resolution and similarity of model terrain and the real topography enables the application of further localization technique adopted by CUNI. It is based on regression analysis of the dependence of the climate characteristics on the orographical height in the vicinity of the point of interest, usually, for validation purposes, the observational site, but for an analysis of scenarios runs e.g. the place for impact study. This way it is possible to get the value of the parameter on real topography and thus to go farther beyond the 10km of model simulation resolution. It should be mentioned that these relations are quite realistically represented in the models especially for temperature parameters where this is more straightforward, but e.g. for ALADIN – Climate it is surprisingly well represented for precipitation as well. There is one advantage of this
technique, as it is based on the analysis of model data only, it can be used the same way for scenarios runs even reproducing possible changes in these dependencies. The comparison of the results of reanalysis run and control run for reference period is presented in Fig. 2 for selected stations from targeted area after the correction to the real terrain height for temperature. Although annual bias being just nearly exactly zero, in monthly data the warm bias of temperature in GCM driven simulation for colder season is much higher than for reanalysis driven run, while for summer season it is opposite.

**Figure 2.** Temperature bias (distribution at 25 Czech weather stations, after correction for altitude mismatch, 1961-1990)

4. Future scenarios
Scenarios runs driven by RegCM@25km forced by GCM ECHAM5 has been performed for 2021-2050 and 2071-2100 with climate change signal analysis with respect to control experiment for period 1961-1990. Fig. 3 presents the preliminary differences based on two decades completed.
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Climatological feature and heating mechanism of the Foehn phenomena over the north of the central mountain range in Japan by using non-hydrostatic RCM
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1. Introduction
Foehn phenomena can be observed in many parts of the world, and studies have been made by scientists for many decades. In these days, 3-dimensional numerical simulations have become popular to investigate detailed structure of foehn. The contributions of precipitations for foehn warming often appear to be a controversial point (e.g., Seibert 1990, Zangle 2003).

In Japan, Arakawa (1982) studied condition under which foehn event occurred using observation data-sets. Inaba et al. (2002) analyze prolonged foehn along the coast of Japan Sea using observation and AOGCM. They concluded that the PJ pattern and associated synoptic-scale disturbances are important for the persistence of foehn. However, there are few studies of which aim is to reveal local structure of foehn or role of precipitation. The purpose of this study is to capture the climatological feature and heating mechanism of foehn in Japan using RCM.

2. Data and Model
The Automated Meteorological Data Acquisition System (AMeDAS) data, which widely spread in Japan, is utilized to capture climatological aspect of foehn phenomena. To determine the foehn duration, we propose the definition as follows. At first, in each station, the deviation from average value is calculated. The average values are derived using data at the same hour each day from 10 days before to 10 days later. If both the surface temperature and wind speed deviation values exceed 5K and 3m/s respectively, we regard this period as a foehn event. While the conditions are satisfied continuously, it is assumed to be one event.

We used the non-hydrostatic model NHRCM which is based on the operational model of JMA. Details are described in Sasaki et al. (2008). We used two sets of RCM configurations. One has 145x155 grids with 20km resolution to examine long-term simulation. Mechanism study is conducted with finer grids model. The horizontal resolution is 10km and domain has 145 by 145 grids and 40 vertical layers as shown in Figure 1. Both configuration sets use Japanese reanalysis (JRA-25) to make initial and boundary condition data.

3. Climatological Aspect
Through the observation analysis, we found that Japan Sea side of the Central Mountainous region often undergoes foehn events. Most of these events occur under strong southerly wind. According to the composite analysis, migratory cyclonic system over Japan Sea is prominent while foehn period observed around north part of Central Mountain region. It has a key role to bring a favorable situation for foehn with strong and persistent winds.

The foehn frequency distribution derived from long-term simulation using 20km-NHRCM, which is covering the whole Japan, is basically similar to those of observation (Fig.2). Furthermore, the typical pressure patterns at the foehn event for each area appear to be similar to each other (Fig.3). Thus, 20km-NHRCM can reproduce basal characteristics features of the foehn.

Figure 1. Calculation domain and topography. Gray colored zone indicates buffer zone.

Figure 2. Frequency of occurrence of foehn events from 2002-2004. (a) is for 20km-NHRCM and (b) is derived from observational station.

Figure 3. Composited sea level pressure for near Toyama station (see Fig. 1) derived from (a) 20km-NHRCM for 2002-2004 and (b) JRA-25 for 1979-2004.
4. Heating mechanism

In order to clarify the heating mechanism, a numerical simulation is performed. 20km resolution is considered to be insufficient for careful analysis of mechanisms, thus we decided to apply 10km resolution RCM. The calculation period is April 25 to May 6, 1998. This case has the longest foehn duration period in the observational analysis. Compared to observations, model underestimates the maximum temperature, and enhancement of wind speeds delay. However, model can reproduce the characteristics of the event on the whole.

During the foehn period, the strong southerly wind overcomes the mountains. The potential temperature in the leeward side is much higher than those in the windward side (Fig. 4). The precipitations are observed at the mountains. Equivalent potential temperature, however, is comparable to those in the windward side. Moreover, specific humidity remarkably decreases in the lee side. These facts indicate that the warming over the leeside is associated with diabatic heating.

Backward trajectory analysis using the RCM outputs was also examined for further understanding of heating mechanism. We calculate each term of the static and moist static energy as shown in Figure 5. Gray colored bars mean altitude beneath particles at each time. The parcels travel about 6 hours across the mountain. Concurrently, the static energy increases and alternatively $L\Delta q$ decreases. Comparison of values between the windward and the leeward side shows that reduction of $L\Delta q$ contributes to the increase of $C_p\Delta T$. In other words, the diabatic heating associated with the latent heat release may have a crucial role for warming over the leeward side in this case. We also found the significant difference in the energy variation of the dry-foehn case.

5. Summary

In this study, the climatological feature and heating mechanism of foehn are studied by using a regional climate model. The model can represent the frequency and surrounding condition even with 20km resolution model. The foehn favorable condition can be frequently seen in spring, when many migratory cyclones travel near Japan. As for the north of the Central Mountain region, the cyclonic system or typhoon over Japan Sea is an important role to provide strong and persistent wind.

Furthermore, we attempt to clarify the heating mechanism of foehn occurred on May 2, 1998. In this case, southerly flow loses energy of $L\Delta q$ because of condensation in the windward side of mountains. Instead of this, the static energy increases and results in warming over the leeward side. It is particularly worth noting that there are salient differences of energy variations between wet and dry foehn.
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Errors of interannual variability and multi-decadal trend in dynamical regional climate downscaling and their corrections
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1. Introduction
Alexandru et al (2007) discussed that the internal variability in regional downscaling results from two sources: (1) variability forced by the lateral boundary and by the surface characteristics, which is considered to be reproducible and (2) the internal variability simulated by regional model, which is not reproducible. Many people examined the internal variability in detail and concluded that it strongly depends on domain size, resolution, synoptic situation, variables and location.

In this paper, we show that the internal variability can further be separated into two components: (1) physically unpredictable part and (2) time varying model error. In the cases of downscaling of atmospheric analyses, the truth is known for the analysis fields whose scales are greater than a predetermined size for which the analysis is considered to be accurate. When estimated from the spatial density of the available observations, this scale is of the order of 500 to 1000km in most of the operationally produced global objective analysis. Thus, in the case of the downscaling of global analysis, it is possible to extract the time varying error component of the internal variability for this scale. Even more, since truth is known, it may be possible to develop a method to reduce or even eliminate the error. If we extend this notion further, in the cases of one-way nested downscaling of global model forecasts or simulations for which truth is not known, it is still reasonable to assume that the scale greater than 500-1000km is accurate in the simulation, or at least more accurate than the prediction with regional models, and thus, we can extract and correct the error part of the internal variability.

We will demonstrate that the “error” part of the internal variability is significant and contaminates the interannual variability of the large scale part and the long term linear trend of the downscaled field. It is also shown that a form of spectral nudging technique is a powerful method to reduce this error.

2. Model and experiments
The ECPC G-RSM is used in this experiment. The model is a spectral model with comprehensive physical parameterizations, and its performance has been well demonstrated in various downscaling works (e.g. Kanamitsu and Kanamaru, 2007). The model grids consist of 129 (west-east) by 86 (north-south) grid points at approximately 60 km horizontal separation at 60N, and 28 sigma layers in the vertical. The simulations were performed for 25 summers (June 1 to August 31) and winters (December 1 to end of February the following year) from 1979 to 2003. Initial conditions and large-scale forcing are obtained from the 6 hourly NCEP-DOE reanalysis (R-2) data. Observed sea surface temperature (SST) is updated daily from the optimal interpolation SST (OISST) weekly dataset.

Three integrations are performed for summer with no Scale Selective Bias Correction (SSBC, a form of spectral nudging, detailed in Kanamaru and Kanamitsu, 2006), with original SSBC and revised SSBC in which several refinements were applied, the major ones being the use of the rotational part of the wind and removal of area averaged moisture correction. Only two experiments with no-SSBC and Revised-SSBC are performed for winter.

3. Results
Figure 1 displays the year-to-year variability of Root Mean Square (RMS) error of 500 hPa height over the domain for summer (upper panel) and winter (lower panel). The RMS difference of R-2 analysis from long time mean is also plotted as a measure of the interannual variability. It is clearly seen that without any error correction, the error is large and varies significantly from year to year. The error became larger than the interannual variability in 11 summers and 4 winters in 25 years. The error correction is working nicely as expected and the revised version corrects the error within 2-3 meters, with very small interannual variability both in summer and winter.

![Figure 1. Interannual variability of 500 hPa height root mean square error over the domain for summer (upper panel) and winter (lower panel). NOSSBC stands for without SSBC, SSBC for original SSBC and NEWSSBC for refined SSBC. Unit in meter.](image1)

Figure 2. Geographical distribution of interannual variability of seasonal mean 500 hPa height for summer (first row) and Winter (second row). Unit in meter.

![Figure 2. Geographical distribution of interannual variability of seasonal mean 500 hPa height for summer (first row) and Winter (second row). Unit in meter.](image2)
The geographical distribution of interannual variability of 500 hPa height in summer, shown in Figure 2 (first row), clearly demonstrates where the error dominates. The variability is nearly the same between R-2 and the new version of SSBC, while the run without SSBC significantly increase the interannual variability in the area near the center of the domain, where the variability is more than 30% larger than R-2. During the winter (Fig. 2, second row), the patterns of interannual variability between R2 and NOSSBA are not far apart, although without SSBC, the variability is enhanced by 10-20% in the middle of the region. The difference in interannual variability becomes more apparent when the variability is decomposed into EOFs (Figure 3). The first mode (top row) in no SSBC (second column) has quite different pattern than the others. Apparently, the regional model error produces its own interannual variability and contaminates the low frequency variability in the global forcing. Mode 2 (2nd row) for no SSBC (second column) is also very different from R2 and others. The original SSBC corrects most of the error in EOFs, but the refined SSBC makes the EOF patterns much closer to those of the R-2.

Figure 3. Leading two modes of summer time 500 hPa geopotential height EOF for analysis (R2) and experiments during summer. The percent variance is indicated by percent in each panel.

The linear trend is also affected by the model error, which is shown in Figure 4. The patterns and magnitudes of the linear trends are very different when no correction is applied, while correction works well to correct the problem.

Figure 4. 1972–2005 linear trend of 500 hPa height for summer (upper panels) and winter (lower panels). Unit in meter/10 years.

Figure 5 is the EOF of precipitation during summer for Mode 1, the patterns of model simulations are not so close to the observed pattern, but NEWSSSBC and SSBC resemble more with CMAP than that of NOSSBC. Somewhat disorganized EOF patterns in model simulations indicate that the model response is weaker to interannual variability in large scale forcing, but the correction of large scale certainly helps in improving the simulation of precipitation variability.

4. Conclusions

In this paper, it is demonstrated that conventional dynamical downscaling methods without any large scale error corrections suffer from large scale regional model error that contaminates interannual variability and linear trend of downscaled fields. The error also contaminates low frequency variability and trend of derived fields, such as precipitation. The effect of model error on the variability is greater in summer time, as the magnitude of the error is comparable to the interannual variability of seasonal mean.

Figure 5. First two leading EOF of seasonal mean precipitation during summer from observation (R-2) and experiments.

These errors can be corrected nicely by introducing Scale Selective Bias Correction method. However, the impact of correcting large scale error in simulating precipitation and near surface temperature was found to be modest. This somewhat reduced impact is due to the inaccuracies in the precipitation process in the model, which is not able to faithfully reproduce observed precipitation given large scale forcing, particularly its interannual variability. However, the modest impact implies that even with somewhat deficient parameterization, the correction to large scale forcing works positively to reduce error and improve dynamical downscaling. The large scale model error examined in this paper would be a strong function of the choice of the model domain, its location, model resolution and physics of the model. It is very likely that the error increases as the domain size increase. In this regard, it seems important to apply SSBC to all the cases, which have a potential of improving the simulations of mean as well as interannual variability. Regarding the use of SSBC in the downscaling of GCM simulations, for which truth is not known, our recommendation is to utilize it fully. Although it is not possible to obtain large scale regional model error, it is more logical to faithfully apply the large scale forcing simulated by the global model without altering it by the regional model. It should be emphasized again that the dynamical downscaling is a diagnostic tool to obtain small scale features forced by given large scale forcing, thus the large scale forcing should not be modified during the downscaling procedure.
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1. Introduction
The representation of subgrid-scale precipitation process is known as the cumulus parameterization. Several cumulus parameterization schemes (CPSs) are available for regional and global atmospheric models; however, they do not explicitly resolve the convective clouds. Therefore, the CPS has been considered as one of the most challenging and uncertain aspects in numerical atmospheric modeling. Different CPSs have distinct design history; in some cases, these schemes have completely different conceptual underpinnings. In this context, the objective of this study is to examine the sensitivity of the simulated East Asian summer monsoon’s (EASM) climatology to the four CPSs within the National Centers for Environmental Prediction (NCEP) Regional Spectral Model (RSM) (Juang and Kanamitsu, 1994; Juang et al., 1997). The RSM is capable of reproducing the EASM in 1987 and 1988 (Hong et al., 1999). In addition, Hong and Choi (2006) investigated the sensitivity of the 1997 and 1998 EASM to three CPSs with the RSM; however, a study on the sensitivity of the long-term climatology of the EASM to physical processes has been rarely conducted.

2. Model and Experiments
The spectral representation of the RSM is a two-dimensional cosine series for perturbations of pressure, divergence, temperature, and mixing ratio, and a sine series for vorticity. Linear computations such as horizontal diffusion and semi-implicit adjustment are only considered as perturbations, which eliminates the error due to the re-evaluation of linear forcing from base fields by the regional model. The physical processes in the RSM follow the package of Hong and Leetmaa (1999).

The model grids consist of 109 (west-east) by 86 (north-south) grid lines at approximately 60 km horizontal separation, and 28 sigma layers in vertical separation. Initial conditions and large-scale forcing are obtained from the 6 hourly NCEP-DOE reanalysis (R-2) data (Kanamitsu et al., 2002). Observed sea surface temperature (SST) is updated daily from the optimal interpolation SST (OISST) weekly dataset. The three-month-long simulations were conducted starting on June the 1st for ten years from 1997 to 2006. Four different CPSs - SAS, RAS, CCM, and KF2 schemes - were used to study the sensitivity of the EASM to cumulus effects. By and large, the four CPSs exhibit unique features. The SAS scheme has been operational in the NCEP global forecast system. Thus, its performance has been evaluated for weather systems all over the world, whereas the RAS outperforms the SAS in reproducing the climate signal in response to the SST anomalies over the tropics. The CCM and KF2 schemes have been successfully applied to climate and mesoscale modeling studies, respectively, using the NCAR CCM and MM5 models. Hence, it would be interesting to clarify the characteristics of the four CPSs in the simulation of summer monsoonal rainfall over East Asia.

3. Results
3.1 Large-scale Circulations
The 10-year averaged JJA precipitation of the GPCP data represents monsoonal rain bands extending northeastward from southern China to the southern part of the Korean peninsula and Japan (Fig. 1a). In association with the monsoonal rain band, the southerly and/or southwesterly low-level jet (LLJ) transports significant moisture from southern China and the South China Sea across Korea to Japan, along the western periphery of a subtropical high over the northwestern Pacific (Fig. 1b). The climatology of the upper atmospheric circulation provides favorable dynamic circulation for the monsoon precipitation in the upper level with an anticyclonic (divergent) circulation above the monsoonal front (Fig. 1c, d).

Overall, the RSM successfully reproduces the large-scale patterns, regardless of the selected CPS. The PC coefficients reveal relatively less skill in the simulation of the lower-level fields. The LLJ transporting warm and moist air from the south to the heavy rainfall region is one of the principle components, which is captured by all experiments, but with a certain systematic biases. A common wet bias appears in northwestern part of the model domain, and a dry bias in its south. Compared to the results from other schemes, dryness is pronounced in the CCM run, particularly, over southern China and the ocean. In the CCM run the humidity bias is the largest, but temperature bias is the smallest. The deviations in the 500 hPa geopotential height (GPH) also show similar error patterns for SAS, RAS, and KF2 runs, which reveal a decrease in height along a continental trough, indicating an exaggerated trough to the west of the Korean peninsula.
The CCM scheme reveals a distinct increase in heights over the domain centered over the East Sea, indicating a weakening of the mid-latitude trough. The bias and RMSE in 500 hPa GPH are relatively small when the KF2 scheme is introduced compared to the other runs. Figure 2 shows the fractional change in power spectrum for the vertically integrated kinetic energy of zonal wind from the surface to 200 hPa. Both the RAS and CCM runs are not adding any large-scale information compared to that of the SAS run in the long-wave spectral regime. Between the 240 and 450 km range, the RAS and CCM runs produce much more spatial variability than the SAS run, by up to 20~30%, with a slightly more variability in the CCM run near the Nyquist wave number range. The KF2 scheme produces extremely high spatial variability in all length scales compared to the other three runs. This implies that the KF2 scheme effectively adds regional information than any other convection schemes both in the meso- and synoptic-scale (from 240 to 6420 km in this study) regimes.

Figure 2. Fractional changes in spectral power versus wave length for the vertically integrated kinetic energy of zonal wind component from the surface to 200 hPa with respect to the spectral power of the SAS run. The thick gray vertical line indicates the wavelength of 4Δx (240 km).

3.2 Precipitation

Table 1 shows that the simple statistics in the precipitation climatology simulated by the SAS and KF2 schemes are comparable to what was observed. In particular, all three skill scores (bias, RMSE, and spatial correlation) are better in the SAS run than in any other runs. In contrast to the others, in terms of domain average, the CCM run tends to overestimate the amount of precipitation due to the spurious oceanic rainfall at lower latitudes, which is the major characteristic of the CCM scheme and results in the degradation of the simulation skill for precipitation. It is interesting to note that the spatial distribution of monsoonal precipitation simulated by the SAS and KF2 schemes are very similar, although the SAS scheme produces more convective precipitation than the KF2 scheme. The fraction of total precipitation produced by the convective parameterization is more than 20% higher for the SAS scheme and 10% higher for the CCM scheme compared to the KF2 and RAS schemes. The observed monthly rainfall averaged over the entire domain exhibits minimal monthly variation, with a slight precipitation decrease from June to August. None of the schemes reproduced the observed trend; all schemes simulated a relatively enhanced precipitation in August (not shown).

4. Summary

On the whole, there is no single scheme that outperforms the others in all aspects of the simulated climatology. The results show that the SAS and KF2 schemes are capable of reproducing the 10-yr JJA climatology with a certain wet bias over land and dry bias over the oceans. The SAS scheme is capable of resolving the interannual variations of the monsoon precipitation, and the KF2 is able to capture the intraseasonal variation. The RAS scheme reduces significantly precipitation over land compared to other schemes, but interannual variabilities are reasonably reproduced. On the contrary, the CCM scheme significantly overestimates the precipitation over land as well as ocean. Discernable differences among four CPSs are found in the distribution of spatial spectrum, in which the KF2 scheme is the most effective in adding regional details to external large-scale forcing. The feasibility of a physics ensemble using different convection schemes and the impacts of domain size will also discussed in the presentation.
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<table>
<thead>
<tr>
<th>Experiment</th>
<th>Bias (mm/day)</th>
<th>RMSE (mm/day)</th>
<th>Spatial correlation</th>
<th>Fraction of convective rain (%)</th>
<th>Temporal correlation for JJA anomaly</th>
<th>Temporal correlation for daily precipitation</th>
</tr>
</thead>
<tbody>
<tr>
<td>SAS</td>
<td>-0.02</td>
<td>1.65</td>
<td>0.70</td>
<td>78</td>
<td>0.72</td>
<td>0.51</td>
</tr>
<tr>
<td>RAS</td>
<td>-0.71</td>
<td>1.90</td>
<td>0.59</td>
<td>56</td>
<td>0.66</td>
<td>0.35</td>
</tr>
<tr>
<td>CCM</td>
<td>0.70</td>
<td>2.75</td>
<td>0.49</td>
<td>67</td>
<td>0.50</td>
<td>0.35</td>
</tr>
<tr>
<td>KF2</td>
<td>-0.26</td>
<td>1.71</td>
<td>0.64</td>
<td>56</td>
<td>0.58</td>
<td>0.58</td>
</tr>
<tr>
<td>Ensemble</td>
<td>-0.07</td>
<td>2.67</td>
<td>0.66</td>
<td>66</td>
<td>0.64</td>
<td>0.52</td>
</tr>
<tr>
<td>Average</td>
<td>-0.07</td>
<td>2.00</td>
<td>0.60</td>
<td>64</td>
<td>0.61</td>
<td>0.45</td>
</tr>
</tbody>
</table>

Table 1. Statistical skill scores for the simulated precipitation. Bold is the best skill among the experiments and bold italic is the better skills between the physics ensemble and simple average of skill scores from each experiment.
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The Caspian Sea is the largest enclosed body of water on the earth, covering approximately $4 \times 10^4$ Km$^2$ and sharing its coast with five countries (Iran, Azerbaijan, Kazakhstan, Russia and Turkmenistan). Because it has no outlet to the ocean the Caspian Sea level (CSL) has undergone rapid shifts in response to climatic forcing, and these have been devastating for the surrounding countries. The Caspian Sea region is of much economic and environmental interest to the world. In addition to being home to many different plant and animal species, it is the major source of oil and natural gas and produce 90% of the world's caviar. In this paper, we present impact of climate change at Caspian Sea region for the period 2071-2100. Interested region has simulated with A2 & B2 scenario by using Climate model PRECIS at a 50 km grid spacing. In this period, precipitation will be increase over southwestern of Caspian Sea and will decrease in other region. Also, temperature will be increase especially over Caucasus and Elburz mountains.
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Performance of pattern scaling in estimating local changes for untried GCM-RCM pairs: Implications for ensemble design
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1. Introduction

Pattern scaling techniques have been widely used to provide climate change projections for time periods and emission scenarios that have not been simulated by GCMs. The assumption underlying these methods is that the geographical pattern of the change is independent of the forcing. Thus the local response of a climate variable is assumed to be linearly related to the global mean temperature change, with the scaling coefficient only dependent on position. This condition is largely satisfied for mean temperature and to a lesser degree precipitation (Mitchell et al., 1999; Mitchell, 2003).

In this study, we assess whether pattern scaling methods can be used to estimate changes at the RCM scale for a full range of driving GCMs. The availability of GCM simulations raises the possibility of using anomalies at the GCM scale, rather than global mean temperature change, as the predictor of the local climate response. Thus the change in the RCM for a given variable is expressed as:

\[ \Delta \text{RCM}_{\text{xyse}} = A_{xs} \Delta \text{GCM}_{\text{xyse}} \]

where the scaling coefficient \( A \) depends on position \( x \) and season \( s \), but not on year or period \( y \) or forcing scenario \( e \). \( \Delta \text{RCM} \) is the change in the RCM and \( \Delta \text{GCM} \) is the corresponding change for the given variable in the nearest GCM grid box. The basis for this ‘local scaling’ method (Fig. 1) is that regional patterns of precipitation are produced predominantly by the interaction between large-scale systems and the stationary topography (Widmann et al., 2003).

![Figure 1. Schematic illustrating the ‘local scaling’ method as compared to traditional ‘direct’ pattern scaling techniques.](image)

In this study we examine whether this simple local scaling relationship can be used to predict the local change for untried GCM-RCM pairs i.e. to what extent the scaling coefficient \( A \) can be assumed to be independent of the driving GCM. We examine the accuracy of this technique both for time-mean variables and for measures of variability and extremes, focusing on temperature and precipitation across Europe. The implications of this for GCM-RCM ensemble design are discussed.

2. Methodology

We use data from the Rossby Centre regional climate model RCA3 driven by a 3-member initial condition ensemble of ECHAM5 and by 3 members of the Hadley Centre perturbed physics ensemble of HadCM3, specifically the standard model HadCM3-Q0, and the low and high sensitivity experiments HadCM3-Q3 and HadCM3-Q16 respectively. For each of the 6 RCA3 simulations and the corresponding driving models, we calculate various statistics of the daily precipitation and temperature distributions, for each season, for the control 1961-89 and future 2071-99 periods.

The 3-member ensemble of ECHAM5 driven integrations allows us to examine the importance of natural variability. Using the method outlined in Kendon et al. (2008) we identify where the change in a given statistic in the RCM is significant compared to natural variability, and in particular, we only assess the performance of pattern scaling where the RCM change is robust.

At each grid box and for each variable, where the change is found to be robust, the scaling coefficient \( A \) is calculated using linear regression applied to the 3 member ensemble of ECHAM5 driven runs. The resulting relationship is then used to estimate the RCM change for each of the HadCM3 driving GCMs, and compared with the actual simulated RCM change.

3. Preliminary results

For precipitation in winter, where changes are robust compared to natural variability, local scaling generally performs well in estimating RCM changes for a different driving GCM (with errors from scaling less than 50%). This is true both of changes in mean precipitation, and also changes in variability and extremes. In summer, changes in daily precipitation statistics are not robust compared to natural variability in many regions across Europe. However, where changes are robust in the case of summertime mean precipitation and wet day frequency, local scaling does not perform well.

For temperature, local scaling generally performs well in estimating local changes in mean and extremes, in both winter and summer. However there is some evidence of reduced scaling performance in coastal regions and snow/ice margins in winter and for temperature extremes in a band across central and northern Europe in summer. Changes in temperature variability are found not to be
robust compared to natural variability across much of Europe.

These preliminary results, along with recent further analysis, will be presented and physical explanations suggested for the performance of pattern scaling. The implications for GCM-RCM matrix design, and in particular the extent to which uncertainty in local climate change may be adequately represented using a reduced RCM ensemble, will be discussed.
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Evaluation of the analyzed large-scale features in a global data assimilation system due to different convective parameterization scheme and their impact on downscaled climatology using a RCM

Jung-Eun Kim and Song-You Hong
Department of Atmospheric Sciences, Yonsei University, Seoul, Korea, japril@yonsei.ac.kr

1. Introduction
Despite the successful application of the RCMs to dynamical downscaling for climate change assessment and seasonal climate predictions, the regional predictability and the evaluation of added values to the GCM outputs are still not clarified. As reviewed by Giorgi et al. (2001), Leung et al. (2003), and Wang et al. (2004), the errors in the downscaled regional climate within a nested RCM result from the 1) uncertainties in the large-scale fields driven by GCM and the related unphysical treatment of the lateral boundary conditions, 2) inaccuracies in the physics and dynamics in the RCM, and 3) inconsistency between the regional and global models in dynamics and physics. The treatment of the lateral boundary conditions, the physics and dynamics in the RCM has significantly been improved by the RCM community. However, the first and fourth issues are still open to the questions.

The skill of an RCM in dynamical downscaling applications is highly dependent upon the skill of the driving GCM. However, substantial differences among several reanalysis datasets, in particular, in the lower-atmospheric circulations and water vapor flux, lead to another complexity in improving the RCM (Annamalai et al. 1999). The consistency between the GCM and RCM is even difficulty issue to explore since the physics package between the two models is usually not consistent. These two issues are rather clear in future development of the RCM, but the uncertainty due to the inconsistency in the internal forcing due to physical parameterizations has to be explored to clarify the RCM’s predictability. Our study aims to explore the impact on the regional downscaling embedded within large-scale climate information due to different convective parameterization scheme.

2. Experimental Design
The predicted large-scale features are obtained by the perfect large-scale experiments runs (GDAS) that are forced by an analyzed data. The National Centers for Environmental Prediction (NCEP) regional spectral model (RSM) is used in this study for downscaling. A detailed model description is provided by Juang et al. (1997). To discuss the uncertainty due to the inconsistency of different cumulus convective parameterization scheme, two sensitivity experiments are conducted; the simplified Arakawa-Schubert (SAS; Hong and Pan 1998) and community-climate model (CCM; Zhang and McPhalane 1995) schemes. The summer of 2004 was selected in this study, which recorded a near-normal seasonal precipitation in East Asia (Fig.1a).

3. Result
Figures 1b and 1c show the JJA precipitation from the CCM and SAS experiments in GDAS, respectively. It is seen that both runs reproduce the observed precipitation well. Over land, the local maxima in central China, Korea, and southern Japan, are commonly captured, irrespective of the convection scheme in the GDAS. Oceanic precipitation over the sub-tropics is fairly well simulated. Precipitation in Mongolia and Siberia is excessive when the CCM scheme is used in the GDAS run. The pattern correlation of JJA precipitation is 0.52 and 0.70, for CCM and SAS experiments, respectively.

Figure 1. (a) Observed JJA accumulated rainfall from GPCP and the simulated precipitation (mm) from (b) CCM and (c) SAS runs in GDAS.

Figure 2 shows that the distribution pattern of downscaled precipitation using the RCM depends more on the convection scheme in the RCM, rather than that used in the mother-domain experiments. An excessive precipitation over the southern China and East China Sea regions is commonly observed when the CCM scheme in...
used in RCM. To be consistent with excessive precipitation in the low-latitude regions in the case of the RCM runs with CCM, the intensity of trough in China and subtropical oceanic high is strengthened.

Figure 3. Vertical profiles of the difference in temperature (K) and relative humidity (%). Upper panel designates the difference between Ge_Rs and Gs_Rs (solid line) and Ge_Re and Gs_Re (dashed line) and lower panel shows the the difference between Gs_Re and Gs_Rs (solid line) and Ge_Re and Ge_Rs (dashed line), respectively.

The influence of the large-scale features from the GDAS is better seen in Fig. 3. In this figure, it is seen that the characteristics of the differences in the vertical profiles of temperature and moisture in the global analyses appear in the downscaled climate. A relative warming in the middle troposphere and cooling in the lower troposphere exist in the case of CCM-GDAS run, as analyzed in the GDAS runs. Moistening in the upper troposphere is also visible. These vertical structures are distinct when the RCM employed the different convection scheme.

4. Summary

This study explores the one of the uncertainties for regional downscaling with the regional climate models (RCMs) of the climate signals from the general circulation models (GCMs); the inconsistency in physical parameterization between GCM and RCM. The results showed that the better large-scale data result in improved regional climate. In the seasonal simulation framework, the dependency of the GCM-generated large-scale conditions on the downscaled climate is as much as the regional model physics in terms of the large-scale forcing. The consistency in physical parameterizations between the GCM and RCM is the one of the factors to alleviate uncertainties in regional downscaling.
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Sensitivity studies with a statistical downscaling method, the role of the driving large scale model

Frank Kreienkamp, Arne Spekat and Wolfgang Enke
Climate & Environment Consulting Potsdam GmbH, Telegrafenberg A31, 14473 Potsdam, frank.kreienkamp@cec-potsdam.de

The sensitivity of the statistical downscaling method WETTREG (Enke et al. 2005a, Enke et al. 2005b), will be presented and compared with results of the regional models REMO and CCLM.

WETTREG analyzes the time evolution of circulation pattern frequencies in climate model control runs and scenarios and its consequences for local climate parameters. Several global models (BCCR, CGCM, and ECHAM) and one regional model (CCLM) have been used in their pattern-generating capacity to derive the WETTREG input. Moreover, several generations and runs of the same model are analyzed. In an additional experiment, an extrapolation of the recent trends in pattern frequency into the near future and the resulting short-term temperature and precipitation trends are investigated. The results show model-dependent distinctive features concerning the reconstruction of the current climate, albeit of small magnitude. With respect to short-term climate trends for the target time frame 2011–2030, the model-specific bandwidth is strongest in winter and weakest in summer when temperature is concerned (Figure 1 and 2) and rarely leaves an ± 10% envelope when percentual change of precipitation is concerned (Spekat et al. 2008).
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Figure 1: Ring diagram of the temperature signal for the time frame 2010–2030 (scenario A1B) minus 1971–2000 (20C control run) across all models investigated. The outer ring depicts the monthly values, the middle ring gives the seasonal values and the center dodecahedron shows the rise in annual temperature.

Figure 2: Ring diagram of the temperature variance computed for the time frame 2010–2030 (scenario A1B) minus 1971–2000 (20C control run) across all models investigated. The outer ring depicts the monthly values, the middle ring gives the seasonal values and the center dodecahedron shows the variance of the annual temperature.
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MPI regional climate model REMO simulations over South Asia
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1. Abstract:
Climatological features associated with South Asian summer monsoon (June-Sept.) is examined on intrannual time scale by Max Planck institute for meteorology (MPI) regional climate model REMO with a focus over India. The objective is to validate the model over the region and identify the strength and weakness of the model. Before making a climate simulation, various sensitivity experiments have been performed to validate the model over the region. Climate simulation have been performed for the period 1979-1993 at 0.5 degree resolution forced by ERA15. Results showed that the regional model is able to simulate the mean monsoon climate reasonably well while comparing with the observed climatologies. The complex topographical precipitation pattern, and the mean annual cycle of precipitation and 2m-temperature is well simulated by the model both over model domain and over the India. Model is showing a cold temperature bias of nearly 1 deg C in DJF season and a positive bias over India of nearly same magnitude in the month of May and June, also during monsoon season model has simulated 10% less mean precipitation over India. The circulation pattern simulated by the model is fairly well though with some limitations.

2. Introduction:
Over 60% of the world population lives over South Asia (SA). The majority of people over this region depend on agriculture for their livelihood, that primarily depend on monsoon rainfall. Rainfall occurrence over this region is very limited and occurs mainly during summer accounting 70-90% over major part of the region and has a strong influence on the whole economy of the region. In view of the importance of SA monsoon on the economy of the region, it will be interesting to examine the phenomenon using a regional climate model (RCM). Climate modelling over SA region is a challenging task due highly complex interaction between land, ocean and atmosphere and most of the GCMs fails to simulate the spatial pattern of precipitation both over land and ocean, Gadil and Sajaini (1998). Developing a high resolution models on a global scale is not only computationally prohibitively expensive for climate change simulations, but also suffers from errors due to inadequate representation of climate processes. Regional model studies over SA, Jacob and Pozdun (1997), Rupa Kumar et al. (2006), Ratnam et al. (2008) have reported an improvement in the simulation of spatial and temporal distribution, particularly land precipitation but also a general over estimation of the rainfall over ocean. In the present study, Max-Planck Institute for Meteorology, Régional Modéle (REMO) has been used to the study the SA summer monsoon with a focus over India to validate the model over the region for climate change studies.

3. Data and Model:
Data: The observational data of precipitation and surface air temperature (2m) used to validate the model results have been taken from Climate Research Unit (CRU) of the University of East Anglia, which covers the entire globe at a horizontal resolution of 0.5° x 0.5° (hereafter referred as CRU) for the period 1979-1993, New et al. (2000).
The initial and lateral boundary conditions for regional model simulation is derived from ERA15 at a horizontal resolution of T106 (1.125° x 1.125°) at a interval of 6hr. The ERA15 data are interpolated to model grid and levels to compare the model results.

Model: REMO is a three dimensional hydrostatic atmospheric circulation model which solve the discretization primitive equations of the atmospheric motion. REMO, Jacob (2001) is a combination of two models, dynamical core and discretization in space and time has been taken from European Model and Physics has been taken from ECHAM4 (GCM of MPI).

Three sensitivity experiment have been performed for the period 1987-1988 to validate the model over the region. REMO was run on climate mode with a horizontal resolution of 0.5° (~55 Km) using physical parametrization scheme from ECHAM4/T106 for the period 1979-1993 forced by ERA15 reanalysis. Model domain and topography are shown in in Figure-1, it has 151x109 horizontal grids and 27 vertical levels.

4. Sensitivity experiments
In REMO, soil hydrology can be represented by two ways: First by a bucket type soil module Dumenil and Todini (1992) where each gridbox is represented by a single soil water reservoir i.e. the depth of the bucket and therefore the water available for evaporation, is defined by the rooting depth of the plants. This scheme is called without soil layer (WSSL), Second, by a five soil layer (5SL) scheme, in which soil hydrology is defined in five discrete layers up to 10 meters or bedrock. The model simulation with 5SL for the period 1987-1988, shows a positive 2m temperature bias over the Indian subcontinent when compared to observed CRU, whereas second simulation for the same period WSSL have shown a similar result but the magnitude was less compared to 5SL. In REMO soil has been described as medium moist, whereas over SA, soil is basically dry throughout the year except for the monsoon months, therefore, we have changed the heat capacity and diffusivity of the soil from medium moist type to dry type Gordon B. (2002) and made a third simulation (Ref) for the same period. Results are presented in the figure-2. Upper panel is the difference from Ref to WSSL, which show a significant realistic drop in 2m temperature over Indian subcontinent by 2-4 ° C, whereas middle panel show the difference form Ref to
5SL, the results suggest that 5SL is much warmer than WSSL.

Air sea interaction plays an important role in influencing the monsoon circulation. The ocean roughness determines the turbulence level near the air sea interface and wind stress. Charnock's relation, Charnok (1995) as a function of wind stress determines the ocean roughness length. Its value depends on the surface condition and varies from 0.01 to 0.048 for an average wind speed greater than 5 m/s and is a dimensionless quantity. In REMO standard version the Charnok constant value is 0.0123. To check the impact of Charnok constant over Indian ocean (IO) we have made two model simulation one by increasing the value 0.032 and other by decreasing the value to 0.0012. By decreasing the the Charnok value over IO have showing significant improvement over ocean and land precipitation. Figure-2 lower panel shows the difference plot of precipitation intensities between Ref and 5SL simulation, significant realistic difference both over IO, Bay of Bengal and over Indian plains, almost similar results were noticed with W5SL. Model is showing a much better simulation with dry soil and reduced Charnok's constant value. Therefore, climate simulations are performed by incorporating all these changes in the model with WSSL version for the period 1979-93 forced by ERA15 lateral boundary conditions. Results are highlighted in the next section.

5. Results

The main highlights of the climate simulation are as follows:

- The annual cycle of precipitation and 2m temperature is well simulated by the model both over model domain (Fig-3) and over India (Fig. not shown). Over model domain (India) schematic cold bias is noticed during the winter up to 1°C (2°C) and mean JJAS monsoon precipitation is 10% less simulated by the model over India, when compared to CRU.
- The Somali jet at 850 hPa and tropical easterly Jet (TEJ) at 200hPa is well simulated by the model, though the intensity of TEJ is 2-4 m/s less when compared to observed (ERA15).
- The spatial pattern of model simulated mean JJAS precipitation shows that the chief features like rainfall maxima over land, orographic precipitation over western ghats and foothills of Himalaya is well simulated by the model, but over Indo-Gangetic belt (monsoon trough region) model is simulating less precipitation, witnessed by anomalous high 2m temperature extended up to NE Pakistan, over the same region cloud cover was also 10-20% less when compared to observed.
- REMO is showing good skill in capturing the SA summer monsoon and can be used for climate change studies.
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Settled and remaining issues in regional climate modelling with limited-area nested models
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1. Introduction
A pragmatic approach to reduce the computing cost of high-resolution global climate models is to apply the high-resolution model over only a subset of the globe, a technique known as nested Regional Climate Modelling. Lower resolution data, either simulated by Coupled Global Climate Models (CGCM) or from reanalyses of observations, are interpolated in time and space on the high-resolution grid of a limited-area Regional Climate Model (RCM) and serve to define the lateral (and often the ocean surface) boundary conditions (LBC). Like all models, RCMs are subject to a variety of sources of errors and uncertainty, as well as to scepticism about their potential usefulness. But in addition, there are specific issues that arise with RCMs relating to their geographically limited computational domain, the nesting technique, the resolution jump between the RCM and the driving data, the update frequency of the LBC, and the imperfections in LBC data. This presentation will summarise the work presented in Laprise (2008), Laprise et al. (2008) and references therein.

2. Dynamical Downscaling Hypothesis
The ansatz behind the “dynamical downscaling” technique is that an RCM, driven by large-scale fields at its LBC, generates fine scales that are dynamically consistent with, and somehow preconditioned by the LBC. initialised and driven by data without small-scale information, nested models develop small-scale variance even in the absence of strong surface forcing. Hence RCM are expected to act as a kind of magnifying glass that reveals details that cannot be resolved on a coarse mesh. The small scales represent the main potential added value of high-resolution RCM. A more controversial issue concerns the potential improvement of the large scales in the case of driving by low-resolution CGCM data. The spin-up of fine scales proceeds fairly rapidly. Within a few days in the simulation, atmospheric variance spectra and forecast error spectra become independent of the time since the simulation’s initiation and of the presence or absence of small scales in the initial and LBC. The hypothesised development mechanisms include fine-scale surface forcing, hydrodynamic instabilities, mesoscale processes, and nonlinear interactions cascading information from the large to the small scales.

3. Deterministic Forecast Vs Climate Skill
In idealised forecast experiments for mid-latitude domains with 100 by 100 grid points on a 45-km mesh, scales larger than about 800 km appear to retain extended deterministic predictability, while scales smaller than about 400 km loose predictability in a fashion similar to global models. For the small scales, the shorter the length scale, the shorter the predictable time. Hence even when fine scales are present initially and in the LBC, they do not retain deterministic temporal coherence (at the right place at the right time) beyond a day or so. This implies that part of the downscaling is not deterministic, i.e. not entirely determined or preconditioned by LBC. A non-deterministic, “free” component exists (free in the sense of its stochastic-like character) which is also reflected in the presence of some level of internal variability (IV) in nested models.
Hence small scales are generated by nested models, but not with deterministic skill. Climate statistics of small scales appear to be skilful though, lending some confidence in the potential usefulness of RCMs in climate simulations and climate-change projections. IV puts however severe limitations on the usefulness of single-season, single-simulation experiments. While IV may not be a major problem for climate applications as far as low-order statistics are concerned (when the domain size is not too big; see next section), as long as the user of an RCM is aware of its presence in the interpretation of results.

4. Regional Domain Size
In idealised experiments, it is seen that fine scales develop in RCM within a few days, and they have the right amplitude and the right statistics. It has been shown however that the full spin-up of small scales within the regional domain requires rather large domains, particularly in the upper troposphere in mid-latitudes where the flow is strong. Due to the continuous transport of low-resolution information from the lateral boundary, some distance is required for the spin-up process to proceed. The spin-up distance on the inflow side of domain is larger for stronger ventilation flow through the domain. For mid-latitude domains, this distance is thus larger in winter and at upper levels due to stronger winds. The physically meaningful portion of the limited-area domain must exclude the spin-up distance, in addition to any sponge or buffer zone used as part of the lateral boundary nesting.
The downscaling skill has been documented through a set of idealised “perfect prog” tests. Over small domains (e.g. 70 linear grid points), the small-scale transient eddies are amplitude deficient, especially at upper levels. With larger domain (e.g. of the order of 200 linear grid points), small-scale transient eddies are simulated with the correct amplitude, but with very little time correlation with the reference. Lack of time synchronicity is of secondary importance for climate applications, but must be taken into consideration for process studies. Failure to reproduce the correct monthly or daily anomalies may however have important consequences for the downscaling skill in seasonal prediction and even for some climate applications.
By their nature, nested RCM require externally provided data to drive them. Over mid-latitude domain, the application of LBC is usually sufficient to control the large-scale circulation through the RCM domain. There
are however occasional episodes in RCM simulations when the circulation within the regional domain (the inner solution) decouples substantially from that of the driving data (the outer solution). This phenomenon is referred to as “Intermittent Divergence in Phase Space”. IDPS is particularly frequent with large computational domain and under conditions of weak ventilation flow through the domain. These episodes result in unphysical flow artefacts near the outflow boundary. The application of the alternative nesting technique called large-scale (or spectral) nudging (SN) that forces the large-scale flow throughout the entire regional domain, is effective in suppressing this occurrence.

5. Impact of Imperfections in Lateral Boundary Conditions

The impact of errors in the driving data is an issue when low-resolution CGCM-simulated or global model forecasts data are used to drive an RCM. According to a strict interpretation of dynamical downscaling, RCM are expected to simply reproduce the large-scale errors supplied as LBC. Some forecast experiments carried over very large domains have shown some promise at correcting part of the large-scale forecast errors over the regional domain, due to reduced numerical truncation and improved treatment of some mesoscale forcings. On the other hand, it has been argued that planetary-scale circulation may be poorly handled over limited-area domain, and there are indications of some attenuation in the amplitude of the largest scales in RCM simulations. Idealised experiments with a perfect-prog approach over intermediate domain sizes (e.g. 100 linear grid points) indicate that the large scales that are supplied at the LBC are essentially replicated within the regional domain, without reduction nor amplification of their errors. As ought to be expected, the fine scales that are generated suffer degradation in proportion to the large-scale errors (this is referred to as “garbage-in, garbage-out”).

6. Internal Variability

In ensembles of RCM runs driven by identical LBC but initialised from slightly different initial states, differences develop in time between instantaneous values simulated by the various members. Hence the fine-scale structures that develop in RCM are not uniquely defined, but they are subject to some internal variability (IV), defined as inter-member spread. Different variables exhibit different degree of IV; compared to natural variability, relative IV of precipitation rate for example is much larger than that of mid-tropospheric geopotential. IV is rather episodic, staying around small background values for extended periods of time, with episodes of rapid growth and decay. IV varies with domain size, location, season, and weather regime. The intensity of IV is negligible on small domains (e.g. less than 70 linear grid points), and it increases with domain size, reflecting the reduced control exerted by LBC with larger domains. With large domains (e.g. 200 linear grid points), IV occasionally and locally approaches natural variability.

For climate applications, the RMS IV of time-averaged variables is inversely proportional, on average, to the square root of the averaging period. For process studies or testing model sensitivity to changing parameters, it is important to acknowledge the presence of IV in the interpretation of the results.

7. Influence of Large-Scale Nudging

Nudging of the large scales (SN) throughout the entire RCM domain is becoming increasingly more common in dynamical downscaling, with some positive and some undesirable effects. On the positive side, studies confirm that lateral-boundary numerical artefacts, domain-size sensitivity and IV all decrease with increased SN strength. But our results also indicate a noticeable reduction of precipitation extremes as well as low-level vorticity amplitude in almost all length scales, as negative side effects of SN, particularly when applied with strength. Overall results indicate that the use of “mild” SN may constitute a reasonable compromise between the risk of IDPS when using large domains without SN, and an excessive control of the large scales, with concomitant effects on the smaller scales, with strong SN.

8. Jump in Resolution

Successful simulations have been achieved with very large jumps in resolution between the RCM mesh and the driving data, with changes by factors as large as 25 (e.g. from 250-km mesh driving data to 10-km RCM mesh) without using a cascade with intermediate-resolution meshes. There is some empirical evidence that what matters is not so much the resolution jump, but that the RCM domain should span several (e.g. 10 or more linear) grid points of the driving data in both horizontal directions. With respect to the update frequency of LBC, it appears that six-hourly data are sufficient for 45-km mesh RCM; it can be expected that the acceptable time interval scales with the RCM mesh size.

9. Conclusions

Several issues of regional climate modelling call for further investigation. The following is a partial list of remaining RCM issues, as we perceive them. There is a need to improve our knowledge of the sensitivity of RCM to a number of arbitrary parameters related to the nesting approach, such as domain size (both in terms of physical dimension and number of grid points), location of domain (climate regime, ventilation flow), resolution jump, nesting time interval, and nesting technique. Little is known on the influence of the nesting technique on processes such as nonlinear scale interactions and the cascade of variance, the presence of artificial domain circulations, the ability to capture interannual variability, the ability of nested RCM to maintain the integrity of large scales used to drive and possibly to correct their errors. What are the dynamical mechanisms responsible for the time variations of IV? What is the spectral signature of IV during episodes of high and low IV? And beyond these specific issues, there remains the fundamental question of RCM added value. This question is intertwined with topics that defy a simple classification and that depend on spatio-temporal scales, the metrics used, the local topography, as well as the users needs, to name just a few. These are still open questions that are topics of active investigation.
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1. Introduction

Over the last few years, the perfect-model approach has been used in several experiments to measure the sensitivity of the Canadian Regional Climate Model (CRCM) to various parameters characterizing its nesting technique. Leduc and Laprise (2008, hereafter LL08) recently conducted a domain-size experiment that highlighted a well-known characteristic of CRCM: the control of the lateral boundary conditions (LBC) on the large-scale component of the solution becomes weaker when using wide domains (unless spectral nudging at large scales is applied). Another effect measured after changes in domain size is related to the small-scale transient activity, not excited by the LBC but generated within the CRCM domain by local forcing and through non-linear interactions. Evidence has been found that the generation of such variability can be highly penalized over a region of interest if located near to the inflow boundary. This region where small-scale transient eddies are deficient in intensity has been interpreted as the characteristic distance of spin-up that the large-scale inflow must travel to generate small-scale features with sufficient intensity. Similarly, de Elía (2006) measured the characteristic spin-up time for the small scales when developed from initial conditions containing only large-scale features.

The LL08 experiment has been performed by running the CRCM for the winter season over midlatitudes. In order to generalize, we have extended this work to include the summer season, where the flow is rather turbulent and subject to strong convective processes. These new results give a homogenous spatial spin-up overall the domain of interest since summer circulation shows frequent changes in the domain ventilation regime.

An additional experiment has been made by reproducing the winter experiment but including spectral nudging at large scales (SN). This technique strongly diminishes variations of the large-scale flow between two simulations using different domain sizes. It hence facilitates to unambiguously attribute differences in small-scale transient patterns to the distance traveled by the large-scale inflow from the lateral boundaries. In the following, the perfect-model approach is used to evaluate the skill of an RCM to develop small-scale features, for both winter and summer and under conditions of strong SN.

2. Experimental framework

The perfect-model approach consists of integrating an RCM over a large domain, called the Big-Brother simulation (BB). Secondly, BB is low-pass filtered to result in a coarsely detailed dataset, similar to what usually constitutes the LBC for driving an RCM. This filtered time series is used to drive the same RCM over a smaller domain, called the Little-Brother (LB), which is finally compared to the unfiltered reference (BB) solution.

The BB simulations produced for winter and summer seasons are labeled BW and BS respectively. These short “climates” consist of appending four February (winter) and four July (summer) months by driving the CRCM with NCEP reanalyses for the years 1990 to 1993. The BB domain of integration covers 196x196 grid points with a center located over Québec, Canada. LB simulations for winter are named L1W, L3W and L4W for domains of 144x144, 96x96 and 72x72 grid points respectively. Also, the smallest domain (72x72) has been integrated for the summer season (L4S). Finally, L1W have been repeated with the use of a strong SN (L1WN). In Tab. 1 are summarized the labels and characteristics defining the CRCM simulations analyzed here. A common domain of 38x38 grid points is used for comparing the simulations.

In the following, we focus on the small-scales features of the flow, which have been extracted by Fourier filtering and correspond to the length scales smaller than 1080 km, including a smooth transition that reaches 2160 km. Reader is invited to refer to Leduc and Laprise (2008) for a detailed description of the experimental procedure.

<table>
<thead>
<tr>
<th>Name</th>
<th>Season</th>
<th>Domain size</th>
<th>SN strength</th>
</tr>
</thead>
<tbody>
<tr>
<td>BW, BS</td>
<td>W, S</td>
<td>196x196</td>
<td>no</td>
</tr>
<tr>
<td>L1W</td>
<td>W</td>
<td>144x144</td>
<td>no</td>
</tr>
<tr>
<td>L3W</td>
<td>W</td>
<td>96x96</td>
<td>no</td>
</tr>
<tr>
<td>L4W, L4S</td>
<td>W, S</td>
<td>72x72</td>
<td>no</td>
</tr>
<tr>
<td>L1WN</td>
<td>W</td>
<td>144x144</td>
<td>yes</td>
</tr>
</tbody>
</table>

Table 1 Characteristics of the simulations where winter and summer are respectively represented by W and S and domain sizes are given in grid points.

3. Small-scales features sensitivity to season

The RCM skill to develop small-scale features are compared for winter and summer experiments. The transient eddies of the small-scales features are plotted on Fig. 1 for the 700-hPa relative humidity field. Virtual reference simulations (BW and BS) are displayed for both seasons (Fig. 1 a and b) with associated Little-Brother (Fig. c and d) integrated over a very small domain (L4W and L4S on Tab. 1). The first noticeable feature of LBs compared to BBs is that they display important underestimations of transient activity. Averaged over the displayed domain, L4W regenerates 46% of the BW transient variance while for L4S a value of 59% is obtained. When attention is devoted to the shape of patterns compared to the BBs, spatial correlation (R*) for L4W is poor (R* = 50%) compared to L4S which gives a value of 90%. The winter small-scale transient pattern is highly distorted due to a strong westerly inflow and proximity of the western boundary from the domain of interest. For the summer case, L4S retains the general features of the BB pattern, as the northern maximum and the south-north gradient of relative humidity. Better skill of the summer simulation to preserve BB pattern in both intensity and spatial correlation in comparison to same domain size in winter is partly due to the fact that summer inflow is weaker and often changes in direction over short periods (few hours). It results in a spatial spin-up that is homogeneously distributed over the domain of interest, unlike the winter case where spatial spin-up is concentrated on a specific region. Also, a better ability to reproduce small-scale transient variability in summer may be related to stronger convective processes occurring in...
this season, as well as the higher residency time (Picher et al. 2008) that could provide a longer time for small-scale features spin-up.

Figure 1. Small-scale transient eddies of the 700-hPa relative humidity for a) BW, b) BS, c) L4W and d) L4S. The scale is given in %. The spatial correlation coefficient (R*) with BW and BS for L4W and L4S are of 50 and 90% respectively.

4. Effect of spectral nudging at large scales

This section focuses on how applying SN can affects development of small-scale features simultaneously with variations of the domain size. On Fig. 2 are shown the small-scale transient eddies of the 700-hPa relative vorticity for the virtual reference simulation (BW; Fig. 2 a), the large-domain Little-Brother using SN (L1WN; Fig. 2 b) and without SN (L1W; Fig. 2 c) and a smaller domain Little-Brother with no SN (L3W; Fig. 2 d). See Tab. 1 for an overview of simulations.

Let’s first concentrate on the similarities between patterns by using the spatial correlation coefficient of the Little-Brothers with the virtual reference climate (BW). L1W displays the most different pattern with R* = 50% compared to 79 and 72% for L1WN and L3W respectively. Since small-scales features are somewhat preconditioned by the large-scale information penetrating the domain through its lateral boundaries, the fact that L1W shows such a different small-scale pattern is principally attributable to the use of a large domain without applying SN. Such conditions engender a weak control of the LBC on the RCM large-scale solution, and have a consequence on the small-scale features. For the cases of L1WN and L3W, skills for pattern matching with BW are higher than L1W for two different reasons. L1WN uses a strong SN allowing a sufficient control of the nesting data on the large-scale solution, in despite of its large domain. Also, the large domain allows for a sufficient distance needed to spin-up the small-scale transient eddies. For L3W, SN does not seem required to obtain a significant matching in small-scale feature patterns since proximity of the lateral boundaries from the validation area provides the control needed for keeping the large-scale flow similar to the driving data.

Another interesting point is about potential side effects that may be related to the use of a strong SN (Alexandru et al. 2009). From the results presented on Fig. 2, effect of SN on intensity of small-scale transient eddies is not significant when averaged overall the domain. However, it is clearly visible that the southern maximum is not captured by the large-domain simulation without SN (Fig. 2 c). This seems to be attributable to the fact that the different large-scale circulation occurring in L1W does not allow such feature to develop.

Figure 2. Small-scale transient eddies of the 700-hPa relative vorticity for a) BW, b) L1WN, c) L1W and d) L3W. The scale is given in 1.0e-05 s\(^{-1}\). The spatial correlation coefficient (R*) with BW for L1WN, L1W and L3W gives respective values of 79, 50 and 72 %.

5. Conclusions

The domain-size perfect-model experiment for a winter short climate (LL08) has been compared with new results obtained for the summer season. Simulations presented here display a seasonal dependence of the domain-size effect on the small-scale transient eddies. For winter, a small domain of integration engender lacks in the transient variability of the small-scale features, particularly on the inflow side of the domain. In summer, simulations also display such underestimations but those are homogenously distributed overall the domain of interest. Differences in the ventilation regimes that depend on season seem to partly explain such different spatial spin-up. By performing supplementary winter experiments using a strong SN permitted a direct comparison of the small-scales features for different domain sizes since the large-scale flow remains approximately the same. By this way, it has been possible to isolate the effect of the distance traveled by the inflow to explain the differences residing in the intensity of small-scales transient eddies.
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1. Introduction

The HadGEM3-RA is a regional atmospheric model based on the global atmospheric model of the Met Office Hadley Centre (MOHC). Korea Meteorological Administration (KMA) has a plan to adopt this model for dynamical downscaling from seasonal to decadal scales over the East Asian region according to the collaboration agreement between MOHC and KMA.

As the first stage of this effort, the performance of the HadGEM3-RA for the East Asian summer monsoon is investigated. The East Asian summer monsoon is the most prominent feature in the East Asian region climate and a distinct component of the Asian summer monsoon system. Therefore, it is important to examine the model’s capability to simulate the East Asian summer monsoon before utilizing the model for downscaling for longer time scales over the East Asian region.

In this paper, we will show a preliminary evaluation of its performance for the East Asian summer monsoon.

2. Experiment design

The model domain is the East Asian monsoon region including Korean Peninsula, East China, Mongolia, and Japan. Number of grid points are 190 (in west-east) by 158 (in north-south) and horizontal resolution is selected to be 0.22 degree, about 25 km. The buffer zone for lateral boundary conditions is 8 grids for each direction. Configuration of HadGEM3-RA for the East Asian region is almost the same as that of the HadGEM3-A, except that the dynamic settings are taken from the operational limited area model. Dynamics core and physical packages are described in Davies et al. (2005) and Martin et al. (2006), respectively. Atmospheric initial conditions were obtained from the European Centre for Medium-Range Weather Forecasts (ECMWF) 40-year reanalysis (ERA40) data. Lateral boundary conditions to drive HadGEM3-RA were derived from the 6-hourly data. Sea surface temperature and sea ice were prescribed by Atmospheric Model Inter-comparison Project (AMIP) II data.

We selected two summer seasons to examine the model’s capability to simulate the East Asian summer monsoon and its interannual variation. The model integration periods are 3 months from 0000 UTC 1 June 1997 and 1998, respectively. Typical characteristics of the East Asian summer are heavy rainfall from June to July and heat waves from late July to August. The two selected summers represented extreme climatic events which were opposite extremes in terms of precipitation. In summer of 1997, there were drought and heat waves in North China. In the other hand, there were abnormal heavy rains in summer of 1998 which had caused severe flooding in the Yangtze River valley and northeast China and record-breaking daily precipitations over the Korean Peninsula. Therefore, the model’s capability to capture interannual variability of the summer monsoon can be evaluated by comparing the simulations of 1998 and 1997.

3. Results and discussions

Figure 1 shows observed and simulated precipitations for summer of 1998. As mentioned above, East Asia experienced severe heavy rainfall in summer of 1998. In Fig. 1a, there are intense rainbands over central China around the Yangtze River basin, the Korean Peninsula, and Japan. On the contrary the major rainband is weaker and shifted southward (not shown) in 1997. Therefore, in the difference between 1998 and 1997, positive anomalies occur in central China, Korea, and the northwest Pacific Ocean, and a negative anomaly in south China and Taiwan (Fig. 1b). HadGEM3-RA reproduces well the observed features of both summers in terms of the distribution of seasonal precipitation. The pattern correlation coefficients are 0.53 and 0.61 for 1998 and 1997, respectively, and the model reproduces well the anomaly from 1998 to 1997 (Table 1). In Fig. 2b, the rainfall deficit over south China and its surplus across central China and the Korean Peninsula are distinct as in the observations. However, the HadGEM3-RA tends to overestimate the intensity of precipitations. Simulated precipitations of 1998 and 1997 are greater than observations and wet biases are 66.5% and 47.9%, respectively (Table 1).

Simulations of surface air temperature are better than those of precipitation. The pattern correlations are 0.96 for both summers (Table 1) with the distribution and magnitude of surface air temperature very close to observations (not shown). In addition, the features of 1998 and 1997 anomalies are well captured, e.g. the cold anomaly in north China and warm anomalies in south China and the north-eastern region of Asia. The simulated surface air temperature is generally warmer than observations with area averaged biases of 0.5 °C and 0.9 °C respectively (Table 1).

Table 1. Comparison of statistical values for precipitation and surface air temperature of observation and simulations. In case of biases of precipitation, the ratio (%) of bias to observation is presented in parentheses.

<table>
<thead>
<tr>
<th></th>
<th>Precipitation</th>
<th>Temperature</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observed</td>
<td>5.27</td>
<td>4.35</td>
</tr>
<tr>
<td>Simulated</td>
<td>8.78</td>
<td>6.44</td>
</tr>
<tr>
<td>Bias</td>
<td>3.51 (66.5)</td>
<td>2.09 (47.9)</td>
</tr>
<tr>
<td>RMSE</td>
<td>4.32</td>
<td>2.66</td>
</tr>
<tr>
<td>Pattern Correlation</td>
<td>0.53</td>
<td>0.63</td>
</tr>
</tbody>
</table>
Precipitation rate (mm day$^{-1}$) for summer (JJA) 1998 from (a) the CMAP data as observation and (b) the simulation by the HadGEM3-RA. There are coherent bias patterns in the simulated East Asian summer monsoon of 1998 and 1997 (not shown). The HadGEM3-RA overestimates precipitation over most of the region and underestimates over the centre of model domain. There are warm biases over north China, Manchuria, and northern continent and small cold biases over south China and Japan. In 500 hPa geopotential height, there is a negative bias over the centre of model domain and positive biases near the north and west lateral boundaries. Biases of sea level pressure are negative over the centre and positive near the lateral boundaries of the domain. In the lower troposphere there are south-westerly biases near the southern boundary and dry biases over most of the domain. In vertical profiles of the biases of air temperature and specific humidity, there are distinct warm and dry biases within lower troposphere, with maximum warming and drying at 850 hPa. In contrast, there are warm and wet upper tropospheric biases with a maximum at 300 hPa. These coherent bias patterns seem to indicate the following mechanism: strong south-westerlies in the south of the domain supply warm and moist air and that enhances convective activity over south China and northwest Pacific Ocean. Active convection transports moisture from lower to upper levels. At the same time, cyclonic flow related to the active convections leads to reduced moisture supply into north of the region of convection. Therefore, precipitation is underestimated over the centre of model domain, such as the Korean Peninsula region.

Differences of summer precipitation rate (mm day$^{-1}$) from 1998 to 1997, obtained from (a) the observation and (b) the simulation.

4. Concluding remarks and future works

It is found that the HadGEM3-RA reproduces well extreme seasonal timescale climatic events of the East Asian monsoon, such as flooding in China and Japan during summer of 1998, and is able to capture the interannual variation between the East Asian monsoon seasons of 1997 and 1998. However, the HadGEM3-RA exhibits systematic errors, such as wet bias in precipitation, warm bias in surface air temperature, and strong south-westerly bias near southern and eastern lateral boundaries.

To improve model performance, we will conduct sensitivity experiments to physics and simulation domain size. After sensitivity experiments on seasonal scale, we will conduct a multi-annual climatological simulation.
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Interpolating temperature fields using static and dynamic lapse rates
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1. Introduction
Gridded climate data are important in many climate applications such as the validation of simulated results and understanding land-atmosphere interactions. Point source data often forms the basis of the gridded product and involves the interpolation of these data to a specified grid size. The nature of point source, observational temperature data is usually spatially heterogeneous and often lacks temporal consistency thus many interpolation techniques have been developed to aid the spatial generalization of point source data into a gridded product (e.g. Cressman 1959, Willmott et al. 1985, Biau et al. 1999). Here, we present a novel approach, which uses empirical and dynamical methods, in the preparation of station data for interpolation as well as a more traditional approach. The latter used a static lapse rate field to get station data to a common level for interpolation whereas the new approach a dynamic lapse rate field. Each method is presented as well as the results from both and the merits of each discussed. We examined 36 years of station data over the Cape Fynbos region and used the Cressman interpolation scheme.

2. Data and Methods
The two preparation methods used lapse rates to reduce/raise station temperature data to a common level at which the interpolation was performed. The traditional approach reduced the station data at a constant lapse rate of 0.6 degrees per 100 m to sea level where the interpolation was performed. However, this method is unlikely to capture local scale phenomena such as temperature inversions, berg winds and localized orographic effects. In an attempt to capture these phenomena, the new method used empirical and dynamic methods to establish lapse rate fields. First, self organizing maps (SOMs) were used to produce 12 characteristic synoptic circulations over South Africa for the 36 year time period (Fig. 1). Then, for each of these states, a regional climate model was run at a resolution of 3 km to generate 12 high resolution archetypal lapse rate fields. Figure 2 shows the lapse rate field for Cape Town International Airport for each of the synoptic states over 29 sigma levels. Every day in the station record mapped to one of the 12 characteristic circulations so every station was raised by the SOM-specified lapse rate to a common level at the top of the atmosphere. The interpolation was then performed at this level. The interpolated temperature fields were then returned to the surface along respective lapse rates. We present the technique and the interpolated results and assess the value of using a dynamic lapse rate field versus a static one.

Fig. 1. Sea level pressure maps of the 12 characteristic synoptic states.

Fig. 2. Lapse rate fields for the SOM circulations above Cape Town International Airport. Sigma levels are not evenly spaced with height, more levels are at lower altitudes to capture boundary dynamics here. Sigma level 15 is at approximately 3000 m, level 21 at approximately 6000 m and level 30 at about 15000 meters.
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Regional modelling of climate and extremes in southeast China
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A variable-grid atmospheric general circulation model, LMDZ, with a local zoom over southeast China is used as a traditional regional model to investigate climate changes in terms of both mean and extremes. This regional version of LMDZ can also be interactively coupled to the global version of LMDZ in a two-way nesting manner.

Two time slices of 30 years are chosen to represent respectively the end of the 20th century and the middle of the 21st century. The boundary conditions were taken from the outputs of three global coupled climate models. An evaluation of the simulated temperature and precipitation for the current climate shows that in general LMDZ reproduces well the spatial distribution of mean climate and extremes in southeast China, but the model has systematic cold bias in temperature and tends to overestimate the extreme precipitation.

Scenario results show that in all seasons there is a significant increase for mean, maximum and minimum temperature in the entire region, associated with a decrease in the number of frost days and with an increase in the heat wave duration. The magnitudes and main spatial patterns of the changes in temperature extremes show a quite good consistency among the three global scenarios. A warming environment also gives rise to changes in extreme precipitation events. Precipitation extremes increase over most of southeast China, in a quite consistent manner among the three global scenarios.

Fig. 1: Annual-mean precipitation rate (mm/day) in the global model (left), in the regional model driven by the global model (middle), and in the regional model operated interactively with the global model (right).

Fig. 2: As in Fig.1, but for changes of precipitation (2050-2000).
Investigation of regional climate models’ internal variability with a ten-member ensemble of ten-year simulations over a large domain
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1. Introduction

Regional climate models (RCM) are chaotic in their nature since they are built on the physical laws describing the behavior of a chaotic system. Therefore, different solutions can emerge from an ensemble of RCM simulations launched with slightly perturbed initial conditions. However, these simulations will keep a certain level of correlation throughout the simulation because they share the same lateral boundary forcing.

There appears to be a link between the internal variability (IV), computed with the inter-member spread, and the control exerted by the lateral boundary control (LBC). This control seems to be associated to the so-called flushing regime that is dependent of the size of the domain, its geographical location and the strength of the atmospheric circulation (von Storch, 2005). The flushing regime is governed by the atmospheric circulation, which depends on the synoptic conditions. It is thought to be an indicator of the efficiency of the steering exerted by the LBC on the RCM. Thus, this work introduces a new tool, an aging tracer, to quantify the lateral boundary forcing of a RCM. Its also extends previous RCM IV studies using a large ensemble of multi-years simulations performed with the Canadian Regional Climate Model over a large domain covering North America. This presentation will summarize the work presented in Lucas-Picher et al. (2008a and 2008b).

2. Methodology

An ensemble of 10 simulations of 10 years (1980-1989) was produced with the Canadian Regional Climate Model (CRCM) over a domain covering most of North America. The domain contains 193 x 145 grid cells of 45 km resolution and 29 vertical levels. To construct the ensemble, the simulations were launched with different initial conditions obtained by lagging the start of the simulations or by adding small random perturbations. The source of the perturbations has no influence on the IV 15 days after the beginning of the simulation. The simulations were driven at the lateral boundary with the NCEP/NCAR reanalysis data and the sea surface temperature (SST) comes from AMIP monthly-means.

A new tool is implemented in the simulations. This tool is an aging tracer that computes the time the air parcels spend inside the limited-area domain of a RCM. The aging tracers are initialized to zero when the air parcels enter the domain and grow older during their migrations through the domain with each time step in the integration of the model. The residency time is treated and archived as the other simulated meteorological variables, therefore allowing computation of its climate diagnostics.

3. Results

The IV is computed with the inter-member variance. To describe the spatial distribution of the IV, the climatology of the IV is computed with the time-average of the inter-member variance. The maximum of IV computed with the inter-member variance of a large ensemble of regional simulations is equal to the temporal variance (TV) when the members of the ensemble are completely uncorrelated and unbiased. The temporal variance also corresponds to the global climate models’ (GCM) IV where simulations become uncorrelated after a few weeks of simulation. Thus, to remove the portion of the IV due to the temporal variance in the analysis, the IV computed as the inter-member variance (hereinafter described by the absolute internal variability (AIV)) can be normalized by the temporal variance to obtain the relative internal variability (RIV). The latter varies between 0 and 1. A RIV of 0 means that there is no internal variability, that simulations are perfectly correlated and that the lateral boundary forcing is strong. At the opposite, a RIV of 1 means that the internal variability is at its maximum, that simulations are uncorrelated and that the lateral boundary forcing is too weak to have any control on the simulation, making the RCM to behave as a GCM.

Figure 1 presents the 1980-1989 summer and winter spatial distributions of the AIV, TV and RIV for mean-sea-level pressure (MSLP). The spatial distribution of the AIV for MSLP is similar for each season with larger values in the northeast of the domain. The temporal variance of MSLP is larger in winter than in summer, with a south-to-north gradient. This behavior can be explained by the strong cyclonic activity in winter in North America. The RIV is closer to 1 in summer than in winter, and larger values are located in the northeast of the domain. The RIV is related to the general atmospheric circulation. The RIV is stronger near the outflow boundary in the northeast of the domain where the lateral boundary forcing is weak. At the opposite, it is weaker in the west part of the domain, close to the boundary inflow, where the lateral boundary forcing is strong. The larger values of the RIV in summer than in winter are explained by the weaker lateral boundary forcing in summer, which is related to the slower atmospheric circulation.

Figure 2 presents the 1980-1989 summer and winter climatology of the ensemble-mean residency time, geopotential heights and wind vectors at 850 hPa, thus allowing a clear identification of the mean inflow and outflow boundaries. The small values of the residency time and the incoming wind vectors on the western side of the domain identify the mean inflow boundary, while the large values of the residency time and the outgoing wind vectors in the northeast of the domain identify the mean outflow boundary. Generally, the residency time increases from west to east due to the aging of the tracer during its migration towards the east following the westerly general atmospheric circulation.

We can also see that the residency time is shorter in winter than in summer due to the faster atmospheric circulation in winter. Furthermore, the residency time decreases with increasing height according to the faster atmospheric circulation in higher levels (not shown).
The 1980-1989 spatial distributions of the residency time at 850 hPa in Fig. 2 exhibit clear similarities with the RIV in Fig. 1. To illustrate and quantify the relationship between these two variables, a scatter diagram linking the RIV and the residency time is generated. Figure 3 shows the scatter diagram of the 1980-1989 time-average residency time at 850 hPa and RIV for mean-sea-level pressure in summer and in winter. The data clouds generated for the summer and winter seasons are well mixed together. Linear fits for both seasons present similar correlation coefficients (0.92 in summer and 0.95 in winter) and slopes (0.05 in summer and 0.04 in winter).

4. Conclusion
A general message arising from the presented scatter diagrams is that the RIV increases linearly at a similar rate in summer and winter with the residency time. This analysis supports the hypothesis that the internal variability is associated to the control of the LBC linked to the atmospheric circulation that is described by the residency time. As shown by the strong relation between the RIV and the residency time, the latter is a good indicator to quantify the forcing exerted by the LBC on the RCM simulation. The residency time can thus be used as a tool to compare objectively the forcing from the LBC on the RCM. It could also be useful to estimate the level of IV for different RCM configurations by avoiding the high-computational cost of a large ensemble of simulations.

Figure 1. 1980-1989 climatology of a) the absolute internal variability (AIV), c) temporal variability (TV) and e) relative internal variability (RIV) for mean-sea-level pressure in summer. Same figures but for winter in b), d) and f).

Figure 2. 1980-1989 ensemble-mean residency time (colours; days), geopotential heights (black contours; decameters) and mean wind vectors (red arrows; m/s) in a) summer and b) winter at 850 hPa.

Figure 3. Scatter diagram of the 1980-1989 time-average ensemble-mean residency time at 850 hPa and the 1980-1989 time-average relative internal variability for mean-sea-level pressure. Blue is for winter while red corresponds to summer.
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1. Background
Regional Climate Models (RCMs) can be used for (1) dynamical downscaling of Global Climate Models (GCMs), (2) regional reanalyses utilizing data assimilation schemes, (3) sampling network design, (4) supplying hypotheses, among others guiding detection and attribution studies, and for (5) testing dynamical hypotheses and new parameterizations. However, the question is how to infer the added value by studying these topics with RCMs instead of using a global model framework or statistical analysis of observational evidence derived from a network. To discuss the issue of added value a BALTEX working group was formed (www.baltex-research.eu/organisation/ bwg_rcm.html). The working group on the “Utility of Regional Climate Models” will be active during a three-year period (2007-2010), conducting working group meetings, organizing workshops open for all interested scientist on the topic, and setting up international collaborations and projects financed by the EU, BONUS or national funding agencies. An example of such a project proposed within BALTEX is ECOSUPPORT (An advanced modelling tool for scenarios of the Baltic Sea Ecosystem to support decision making) addressing the question how to regionalize GCM simulations to assess the impact of changing climate on the Baltic Sea ecosystem (Meier, 2008). Various scientific questions related to the tasks of the working group may be addressed using results of a RCM forced with lateral boundaries either from the ERA40 reanalysis or from transient global simulations. The working group will prepare a brief report summarizing the results of the discussions and of common projects until the next BALTEX conference in 2010. Preliminary results will be presented at the workshop in Lund.

2. Small-scale variability
RCMs can generate small-scale variability in a realistic way. This is shown for instance in the Big Brother experiment (e.g. Denis et al., 2002; 2003). In particular fine-scale structures related to orography and land-sea contrasts are improved. Strongly localised forcing leads to more improvements. This is a clear indication that RCMs provides added value compared to the forcing AOGCMs. However, the utility of the RCM is not primarily to add increased skill to the large scale. An example is presented by Zahn et al. (2008). They investigated polar lows in the coarse-resolution NCEP reanalysis compared to high-resolution RCM results from CLM (Figs. 1 and 2). The RCM improves the wind speed and sea level pressure anomalies connected with a polar low.

3. More detailed processes
RCMs can include more detailed processes operating on the local and regional scales of interest. This also implies added value compared to the forcing data. As an example simulated extreme precipitation over Denmark in control and scenario simulations are shown (Fig.3). Using point wise daily precipitation data covering land and sea points around Denmark for a current period (1961-1990), extremes of daily precipitation have been analyzed as a function of regional model resolution. Fig. 3 illustrates that the high-resolution simulation results in much higher and more realistic extremes in precipitation (compare the pink observational curve with the thick black 12km and the solid orange 50km curves). This effect is not just a trivial effect of aggregation, as is illustrated in the thin solid black curve, where daily values for the 12km grid point were aggregated to 50km grid points before the analysis of extremes; this curve is more realistic than the original 50km simulation.
RCM downscaling improved the precipitation pattern over the Alps in various horizontal resolutions. Fig. 4: Christensen et al., 2007 project (12km resolution in the setup used in the PRUDENCE Institute, simulations were performed in 50km, 25km and with the HIRHAM4 model at the Danish Meteorological Institute, simulations were performed in 50km, 25km and 12km resolution in the setup used in the PRUDENCE project (Christensen et al., 2007). Data are compared to a gridded 10km observational data set of the DMI. Individual points from the 30-year simulations are pooled, giving nominal return times up to 10000 years.

In Fig. 4 we show the precipitation as a function of latitude and averaged over longitudes between 11°E and 13.5°E (the Alps). These simulations are compared with a station-based plot from Frei and Schär (1998). For simulation results the error bars correspond to the spread among lattice points; for the observation-based plot the spread is among observation stations. It is clear from the plots that the precipitation in the lowest-resolution simulation does not capture the dip on the top of the mountains, whereas the 25km and particularly the 12km resolution simulations have realistic precipitation on the slopes of the mountain range.

4. Added value compared to other methods

RCMs improve small scales compared to the forcing data and sometimes even compared to statistical downscaling methods. For instance, Schmidli et al. (2006) found that RCM downscaling improved the precipitation pattern over the Alpine region, not just compared to the forcing data, but also to statistical downscaling methods. This is an important finding as it tells us that there is added value to RCMs not just compared to the coarser AOGCMs but also compared to other methods.

5. Consistent scenario simulations

For climate change impact studies on land or in the ocean the output of dynamically consistent high-resolution RCM simulations are often needed because various variables like air temperature, precipitation, sea level pressure, wind, cloudiness, etc. are used together as forcing fields for mechanistic dynamical impact models. To this end, RCMs provide an essential added value because the output fields are physically consistent in time and space, as well as across the fields. For applications in the marine environment actually coupled atmosphere-ice-ocean models are needed. Otherwise SSTs over the Baltic Sea might not be realistically represented because SSTs from GCM simulations are often not appropriate lower boundary data for atmospheric RCMs. Thus, two regional coupled model systems have been developed: RCAO (Döscher et al. 2002) and BALTIMOS (Lehmann et al. 2004). Although the results of GCMs on the regional scale may differ substantially, RCMs can help to identify common features in climate change scenarios. Albeit a completely different climate change signal of the large scale patterns in future change in wind speed (Räisänen et al., 2004) the detailed RCAO model shows the common feature of increasing wind speed in the Bothnian Bay due to changes in the atmospheric stability when sea ice disappears. The higher resolution and better description of relevant processes in RCAO allows to identify robust climate change signals on the regional scale.
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The climate change in Europe simulated by the regional climate model COSMO-CLM
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1. Introduction
A small ensemble of regional climate simulations (Hollweg et al., 2008) was performed with the climate version (Böhm et al., 2006) of the numerical weather prediction model COSMO ('COnsortium for SMall scale Modelling', formerly known as LM) (Steppeler et al., 2003). The COSMO-CLM has been forced by output of the ECHAM5/MPIOM global climate model, which contributed to the fourth climate assessment report of the 'International Panel on Climate Change' (IPCC, 2007). The simulations were performed by the Model and Data group (M&D) of the Max Planck Institute for Meteorology. The configuration of the model was developed by the CLM Community (http://www.clm-community.eu/). In this context, three realisations of the climate of the 20th century (1961-2000) were simulated. Each of the IPCC scenarios A1B and B2 (Nakicenovic, 2000) for the climate of the 21st century (2001-2100) was simulated twice. The model grid has a resolution of 0.165° and covers Europe nearly complete. Here, the climate change signal and its variability with regard to the different scenarios, the different realisations and different time periods as well as regional and seasonal differences are considered. Simulation results for the 2 m air temperature and the precipitation sum are presented.

2. Temperature
The annual mean temperature for the climate of the 20th century (1961-1990) amounts 280.77 K to 281.07 K for Central Europe. Thus, the different realisations vary up to 0.3 K. The 70-year climate change signals (2031-2060 vs. 1961-1990) amount from 1.39 to 1.95 K for the A1B scenario (figure 1) and from 0.84 to 1.30 K for B1. The variability is caused by considering the different realisations. Six paired comparisons between the two realisations of the future climate and the three realisations of the climate of the 20th century were taken into account for both scenarios. These variability amounts to 0.56 K for the A1B scenario and to 0.46 K for B1, approximately 25-50% of the absolute value of the simulated climate change. The warming is 0.55 to 0.65 K larger in the A1B scenario than in B1 for Central Europe.

The annual cycle of temperature change for the A1B scenario (figure 1) shows the strongest warming in summer and winter and a moderate warming in spring. The B1 scenario feature a similar shape of the seasonal distribution of climate change, but the warming is always lower. The 100-year climate change signal (2061-2090 vs. 1961-1990) is more intense than the 70-year signal, but it shows for both scenarios a similar structure. The warming for Central Europe amounts from 2.81 to 3.19 K in the A1B scenario and from 1.79 to 2.13 K in the B1 scenario. The shape of the annual cycle of the climate change is similar to the 70-year signal, but the values are larger. For the B1 scenario, this increase in time is somewhat lower.

The simulated warming is in southern, southwest and northern Europe relative strong, but in Central Europe more moderate. The increase in annual mean temperature for northern Europe (A1B, 70-year: 1.8 to 2.2 K for Scandinavia) and southern Europe (1.8 to 1.9 K for the Iberian Peninsula) has a similar magnitude. But the seasonal trends of global warming are completely different. The warming in southern Europe is strongest in summer. In contrast, it is strongest in winter time in northern Europe. This fact is characteristic for both scenarios.

![Figure 1. The 70-year climate change (2031-2060 vs. 1961-1990) for the near surface temperatures for Central Europe for the scenario A1B in K. Six paired comparisons (A1B (realisation 1) minus climate of the 20-th century (realisation 1 to 3) and the same for A1B (realisation 2)) are given for any month. The line shows the average of all paired comparisons.](image-url)

3. Precipitation
The 30-year averages of annual precipitation sums vary for the climate of the 20th Century from 1021 to 1036 mm for Central Europe. The 70-year climate change signal amounts from 4 to 21 mm for A1B, from -17 to 34 mm for B1. So, the change of the precipitation in Central Europe is low (the largest value is less than 5% of the total precipitation amount). The variability of the simulated climate change for the different paired comparisons is relatively large. Increases as well as decreases are simulated. Thus, the simulations show no reliable change of the annual precipitation sum for Central Europe. But they feature a shift of precipitation from summer to winter. This shift is more clearly developed in the 100-year climate change signal (figure 2). Furthermore, it's stronger in the A1B scenario. The 100-year time period also does not show a reliable climate change for the annual precipitation sum for both scenarios for Central Europe. The changes amount from -16 to 12 mm for the A1B scenario and from -2.5 to 18 mm for the B1 scenario. Central Europe is in the transition zone between two domains in Europe. An increase of annual precipitation is simulated in the area of northern Europe (A1B, 70-year: 41 to 97 mm for Scandinavia). It's strongest in the winter. But, the model produces a decrease in annual precipitation for south and southwest Europe (-145 to -2 mm for the Iberian Peninsula). This decrease is mainly caused by the summer months. Both scenarios show that spatial pattern.
These structures are more intense in the 100-year climate change signal.

**Figure 2.** The 100-year climate change (2061-2090 vs. 1961-1990) for the precipitation sum for Central Europe for the scenario A1B in %. Six paired comparisons (A1B (realisation 1) minus climate of the 20-th century (realisation 1 to 3) and the same for A1B (realisation 2)) are given for any month. The line shows the average of all paired comparisons.

**References**


Simulation of South Asian summer monsoon dynamics using REMO

Fahad Saeed, Stefan Hagemann and Daniela Jacob
Max Planck Institute for Meteorology, Hamburg, Germany. fahad.saeed@zmaw.de

1. Abstract
This study investigates the capability of regional climate model REMO in simulating the South Asian summer monsoon. The experiment consists of 40 year integration from 1961 to 2000, with 0.5 degree resolution. The ability of REMO to simulate the dynamics of the summer monsoon is tested by comparing a number of fields with observations. Surface and upper level circulation patterns yield results close to ERA40 reanalysis. Simulated temperatures show a warm bias over the Indian plains in comparison to observations; however temperatures over the Tibetan Plateau and along the coast are ably simulated. The model captures the pattern of precipitation over Western Ghats and over the plains but overestimates the precipitation in Northern India and Bangladesh. The East-West oriented precipitation pattern, at the border of India and Nepal is more consistent in REMO than observational data representing the sparse density of stations used for the construction of observational fields in that region. Other dynamical features like seasonal reversal of tropospheric temperature gradient and strengthening of easterly vertical shear compare well with observations. Further, summer monsoon onset dates match reasonably well with the values found in literature. The results indicate that the REMO model can be a useful tool for examining the monsoon behavior under climate change. This work is carried out under WATCH project.
1. Introduction

The 4th IPCC report summarises the effects on precipitation for Europe based on global climate models (GCM) simulations as follows: In northern Europe the climate will become moister – especially during winter – and the Mediterranean region will be much drier in the future – especially for the summer months - than it is today. Central Europe lies in the transition region between these two regimes. This is reflected in the fact that the current GCMs do not give a consistent picture of the precipitation characteristics for this region in the 21st century. Possible reasons for that may be that mountain ridges like the Alps are not adequately accounted for in the coarse resolution of GCMs and that climate change induced changes in weather patterns are highly variable in this region.

In this study we focus on that part of Central Europe situated between 47.5°N to 52°N and 5°E to 13°E (cf. Fig. 1).

This includes regions with complex topography north of the Alps from eastern France to Bavaria, for instance the Upper Rhine Valley and the Black Forest, regions where trends in temperature and precipitation over the last decades have been observed to be significant and higher than average. Furthermore, it includes densely populated narrow valleys prone to flash floods, making detailed knowledge of future precipitation scenarios - including uncertainty estimates – essential for the development of adaptation measures. Therefore, high-resolution simulations with regional climate models (RCMs) are necessary to derive reliable estimates of the upcoming changes in the precipitation pattern.

We analyse climate simulations over several decades performed with RCMs on grid sizes below 20 km for Central Europe and focus on possible precipitation changes until the middle of this century. We will discuss climatological precipitation as well as heavy precipitation events with a 10-year return period.

2. Ensemble Description

Our ensemble is based on a number of long-term simulations performed with the RCMs COSMO-CLM (with 18 km and 7 km resolution) and REMO (with a horizontal resolution of 10 km). Up to now, all RCM simulations are driven by ECHAM5 IPCC runs. The RCM simulations have been comprehensively evaluated against gridded observation data (Feldmann et al., 2008) and include different realisations of present day and future climate as well as different IPCC scenarios for future emissions.

Table 1: List of ensemble simulations. Numbers after the underscore indicate the realisation.

<table>
<thead>
<tr>
<th>Model/Data set</th>
<th>Grid size</th>
<th>Period Simulations</th>
</tr>
</thead>
<tbody>
<tr>
<td>REMO UBA simulations</td>
<td>10 km</td>
<td>1971-2000 C20_1, 2011-2040 A1B_1, B1_1, A2_1</td>
</tr>
<tr>
<td>COSMO CLM Consoritical Runs</td>
<td>18 km</td>
<td>1971-2000 C20_1, C20_2, C20_3, 2011-2040 A1B_1, A1B_2, B1_1, B1_2</td>
</tr>
<tr>
<td>CCLM</td>
<td>7 km</td>
<td>1971-2000 C20_1, C20_3, 2011-2040 A1B_1, A1B_3</td>
</tr>
</tbody>
</table>

The 30 year projection covers the period 2011 – 2040. During this phase the greenhouse gas emissions of the different scenarios do not differ much, but the variations still have an effect on the internal variability. The climate change effects during the projection period are compared to a reference period from 1971 – 2000. Overall the ensemble consists of 6 members for the present-day climate simulations and 9 members for the projections.

3. Methodology

An important aspect is the assessment of the uncertainty of regional projections. For that purpose, we evaluate the ensemble of simulations to establish estimates and assess the regional changes in the precipitation regime. In addition, the use of a set of realizations provides the opportunity to broaden the data basis for an extreme values analysis for a given period.

A good representation of the present day climate in the models is necessary but not sufficient to derive reliable estimates of future climate. As an additional criterion we use the agreement between the ensemble members: if a majority of simulations shows a similar behaviour in a given region, despite their different setups or states of internal variability, we can have more confidence in the climate change estimates.
For the climatological precipitation, the statistical significance of the changes has been calculated using the non-parametric Wilcoxon test. The extreme values have been calculated using the peak-over-threshold approach and fitting a Kappa distribution on the highest 10% of the distribution (Früh et al. 2008). Here the significance of the climate change signal has been derived by calculating confidence intervals via bootstrapping.

### 4. Results

We will discuss the following findings:

RCM simulations provide added value: whereas by construction the GCMs see no spatial variability below their grid size and exhibit low ensemble agreement, the RCM ensemble results show considerable spatial variability of the precipitation distribution. Although the results for the different models and setups show discrepancies especially in some regions with complex topography, there are distinct regions of high ensemble agreement concerning increase/decrease of precipitation (Fig. 2).

The different realisations of future climate do not differ significantly between the emissions scenarios used (possibly in contrast to temperature). However, there are larger variations between the different realisations of each emission scenario. This indicates that for precipitation the internal variability is dominant over the differences between the IPCC SRES scenarios until the middle of the 21st century. Also, the three realisations for the present-day climate (CLM-CR C20) do not differ significantly.

Future and present-day mean precipitation differs significantly for yearly totals and the winter season, but less for the summer season.

There is a marked tendency towards increased variability (standard deviation/mean) in the future precipitation for all seasons, with higher 95th percentile during all seasons and lower 5th percentile of summer precipitations, i.e. a tendency towards a more extreme climate.

Changes in the spatial patterns of heavy precipitation events are not necessarily coincident with the patterns for climatological precipitation.

There seems to be a northwest to southeast gradient in the precipitation changes indicating a combination of the transition from the Mediterranean to northern European regime with the transition from Atlantic to continental conditions.

### 5. Outlook

In a next step, we will augment the ensemble by RCM simulations driven by other GCMs.
Sensitivity studies of model setup in the alpine region using MM5 and RegCM

Irene Schicker, Imran Nadeem, Herbert Formayer
Institute of Meteorology, University of Natural Resources and Applied Life Sciences, Peter-Jordan-Straße 82, A-1190 Vienna, Austria, irene.schicker@boku.ac.at

1. Introduction
Regional climate modeling in the alpine area is a challenging task. Currently, our institute is participating in two projects, CECILIA (http://cecilia-eu.org) and Reclip:century (Basic Data Set of Regional Climate Scenarios), to study regional climate change in the Alpine region using two different meteorological models, MM5 (Grell et al., 1994) and RegCM (Pal et al., 2007). The present study is a part of these projects and focuses on selection of domain, nesting versus direct runs, comparison of different physical parameterization schemes and lateral boundary conditions. The horizontal resolution of 10 km is used to capture the effects of the complex topographical and land use features of the region. The case study is carried for the year 1999. This year is particularly interesting because of flooding in Danube Catchment in May followed by the storm in December.

2. Domain and Model setup – MM5
As the innermost domain should cover both the Alpine ridge and the eastern parts of Austria and comparability with the Greater Alpine Region (GAR) (Auer et al., 2007) should also be given, no changes on the horizontal domain size have been made. For the outermost domain, four different grid box setups have been tested. Results of two of them, domain ML and domain L, are shown here (see Fig. 1). Due to computational limitations 30 vertical half $\sigma$ levels have been used. Zängl options for alpine modeling (z-diffusion, orographic shadowing) implemented in MM5V3.7 have been used in all the test runs. One test run used additional improvements in the NOAH LSM scheme implemented by G. Zängl and his group (Mauser and Strasser, 2007). Table 1 gives an overview of the different setups and physical parameterizations used.

Table 1. Setups of the different sensitivity runs. Cumulus schemes used are BM for the outermost domain and Grell for the innermost domain.

<table>
<thead>
<tr>
<th>PBL</th>
<th>ML1</th>
<th>ML2</th>
<th>L1</th>
<th>L2</th>
</tr>
</thead>
<tbody>
<tr>
<td>ETA/MRF</td>
<td>ETA/MRF</td>
<td>ETA</td>
<td>ETA/MRF</td>
<td>ETA</td>
</tr>
<tr>
<td>RRTM</td>
<td>RRTM</td>
<td>RRTM</td>
<td>RRTM</td>
<td></td>
</tr>
<tr>
<td>Land use</td>
<td>NOAH</td>
<td>5 layer soil</td>
<td>NOAH</td>
<td>5 layer soil</td>
</tr>
<tr>
<td>cumulus scheme</td>
<td>BM/Grell</td>
<td>BM/Grell</td>
<td>BM/Grell</td>
<td>BM/Grell</td>
</tr>
<tr>
<td>explicit moisture</td>
<td>Reisner 2</td>
<td>Reisner 2</td>
<td>Reisner 2</td>
<td>Reisner 2</td>
</tr>
</tbody>
</table>

3. Domain and Model setup – RegCM
The innermost domain used by RegCM3 simulations closely resembles that of MM5. The boundary conditions used for various simulations were ECMWF Interim Re-Analysis (ERA-Interim, 0.75° and 1.5° grid spacings, 6-h intervals), the ECMWF 40 Years Re-Analysis (ERA40, 1° and 2.5° grid spacings, 6-h interval) and finally the 2.5°, 6-h NCEP/DOE AMIP-II Reanalysis (Reanalysis-2). Sea Surface Temperature for the simulated periods was obtained from a UK Met Office Global Ocean Surface Temperature (GISST), a set of SST data in monthly 1° area grids. Table 2 summarizes different domain settings and Nesting strategies for RegCM3 simulations.

Table 2. Setup of RegCM sensitivity runs.

<table>
<thead>
<tr>
<th>Reanalysis</th>
<th>Resolution</th>
<th>Nesting</th>
<th>Physics</th>
</tr>
</thead>
<tbody>
<tr>
<td>ERA 40</td>
<td>30 km $\rightarrow$ 10 km</td>
<td>2 / 3 nests</td>
<td>Grell Conv., PBL (Holtslag), BATS1e Radiation: NCAR CCM3 SUBEX</td>
</tr>
<tr>
<td>ERA Interim</td>
<td>30 km $\rightarrow$ 10 km</td>
<td>1 way direct</td>
<td></td>
</tr>
<tr>
<td>NCEP/DOE AMIP-II</td>
<td>90 km $\rightarrow$ 30 km $\rightarrow$ 10 km</td>
<td>1 way</td>
<td>30 km $\rightarrow$ 10 km</td>
</tr>
</tbody>
</table>

Domain setup of the RegCM runs is shown in Figure 1.

4. Results
Very first results of the May 1999 case study simulated with MM5 show that the general patterns of the precipitation are very well captured if using grid nudging options to avoid drifting of the model. As grid nudging is not advisable when performing climate simulations, also some runs without grid nudging have been performed. First results of the May 1999 flooding event of two different L1 runs, without grid nudging, are shown in Figures 3 and 4. In Figure 2 the 72 h precipitation sum, obtained from the gridded observation data set of Frei and Schär (1998) is shown for comparison. The RegCM3 simulation driven with ERA40 and ERA-Interim shows that direct downscaling to 10km produces better results than Nested Run 30km$\rightarrow$10km. When recently released ERA-Interim Reanalysis was used as lateral and boundary conditions, the simulated
precipitation field was more closer to observations than simulated by the model driven with other boundary conditions (see Figure 5). Comparison between hydrostatic model RegCM3 and non-hydrostatic model MM5 will also be carried out.

Figure 2. 72 h sum of the heavy flood event of 20 May 1999 to 22 May 1999, based on data of Frei and Schär (1998).

Figure 3. Total precipitation in the past 72 h of the May event of run L1 with the additional changes made by Zängl (Mauser and Strasser, 2007) in the NOAH LSM.

Figure 4. Same as Figure 3 but without the additional changes in the NOAH LSM model.

Figure 5. Same as Figure 3 but of one of the RegCM simulations.
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Parameter perturbation study with the GEM-LAM: the issue of domain size
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1. Introduction

Fine-scale processes that are not resolved explicitly in models are parameterized with bulk formulae that depend on large-scale variables. A number of poorly constrained parameters employed in these parameterizations rely on a mixture of theoretical understanding and empirical fitting. The skill level of a model is achieved through the process of tuning in which parameters are adjusted on the trial-and-error basis. However, due to the large number of parameters present in the model, it is impossible to run the model for every combination of their plausible value and examine all possible skill scores. Hence, tuning does not guarantee neither an optimal skill level nor that this skill is not achieved as a compensation of model errors.

This study aims at quantifying uncertainty in dynamical downscaling originating in poorly constrained Regional Climate Model (RCM) parameters. For this purpose we are currently designing a Perturbed-Parameters Ensemble (PPE) of RCM simulations. Currently underway is the exploratory phase that should allow for an optimized trade-off between the available computational/human resources and ensemble size necessary to formally quantify parameter uncertainty. Important decisions in the PPE design are related to the domain size and position as well as integration period. The domain (integration period) should be as small (short) as possible due to the enormous computational cost of the PPE, but sufficiently large to allow extrapolation of results to the typical operational RCM simulations. Here we discuss the sensitivity of 3-month averages of model’s variables to parameter perturbations obtained using two domains of different size, focusing on the issue of detection of model response to perturbations against internal variability noise. Currently underway is the study of the nonlinearity of the model output in the parameter space in order to verify whether summing up the responses to perturbations of individual parameters can approximate the response to simultaneous multiple-parameter perturbations.

2. Methodology

The model is the limited-area version of the Global Environmental Multi-scale (GEM) model, described in Yeh et al. (2002). It is a non-hydrostatic grid-point model based on the semi-Lagrangian, semi-implicit time discretization scheme. It includes a terrain-following vertical coordinate based on hydrostatic pressure with 58 levels in the vertical and the horizontal discretization on an Arakawa C grid. The ensemble integrations are performed over a single year at two domains shown in Fig 1. The large (small) domain consists of 120x120 (72x50) grid points in the zonal and latitudinal direction, respectively, both at the resolution of ~55 km. The domains shown in Fig 1 include a 10-point relaxation zone at the perimeter of their boundaries. The initial and Lateral Boundary Conditions (LBC) are provided by ERA40 reanalyses and ocean surface is from AMIP2.

Figure 1. Two domains (large – 120x120 and small, denoted by the rectangle – 72x50 grid points).

For each domain, the PPE consist of the standard (unperturbed) version of the model and single-parameter perturbations. Regardless of its origin and magnitude, perturbations also excite internal variability noise. In order to distinguish the model sensitivity to perturbations from this noise, each member of the PPE consists of 5 identical integrations initialized from November 01 trough 05, 1992, each at 00UTC, 24 hours apart. All simulations end on December 01, 1993 at 00UTC, thus providing a 12-month integration period (November 1992 being excluded from consideration). For each model run, time averages are computed for the four distinct seasons. The only exception is the standard model version for which 10 lagged integrations with perturbed initial conditions are performed in order to provide a more robust estimate of noise statistics.

The noise standard deviation is estimated by the RMSD of 10 lagged seasonal averages obtained by the standard model version. The model response to a parameter perturbation is quantified by the difference between the two means: that computed from 5 integrations given a parameter perturbation and that from 10 runs of the standard version. This is further referred to as the signal. The statistical significance of the signal is quantified by the rejection level of the null hypothesis (H0) that the two means are drawn from the same distribution, under the two-tailed t-distribution test. Finally, results obtained using the two domains (Fig. 1) are compared over the area of the smaller domain, excluding its lateral boundary relaxation zone.

The somewhat unusual shape of the small domain (Fig. 1) is chosen to shorten the residence time within the domain of air parcels carried by the climatological zonal flow, while keeping a large latitudinal span for comparison with the results obtained using the large domain. It is shown in Lucas-Picher et al. (2008) that the internal variability noise decreases with decreasing average residence time of air parcels within the domain.
3. Results

Fig. 2 shows the analysis of sensitivity of summer (JJA) time-averaged precipitation to a moderate perturbation of the threshold vertical velocity in the trigger function of the Kain-Fritch deep convection scheme. This parameter is perturbed from its standard value of 3.4 cm/s to 4.8 cm/s. In Fig. 2 the noise standard deviation (a), the signal (b) and the level of rejection of $H_0$ (c), all computed for summer precipitation are shown. Results obtained with the large domain are on the left and those with the small domain on the right.

It can be seen that internal variability noise standard deviation in the large domain (Fig. 2a, left) exhibit very large values that locally reach 2 mm/day. In the same time, in response to the parameter perturbation (Fig. 2b, left), there is a decrease of precipitation over the continent and the southeast portion of the domain, comparable to the noise level. The signal is scarcely distinguishable from internal variability since the level of rejection of $H_0$ is predominantly below 90% (Fig. 2c, left).

Figure 2. Summer seasonal-average precipitation (left – large domain, right – small domain): (a) internal variability noise standard deviation (mm/day); (b) change in response to positive perturbation of the threshold vertical velocity in the Kain-Fritch deep convection (mm/day), and (c) the statistical significance of the change (%).

Clearly, more simulations with perturbed initial conditions are necessary to provide statistical significance in the large domain. Some more confidence can be attributed to the signal pattern over the continent, since a perturbation of the same parameter and magnitude but of the opposite sign produces a similar pattern of model response but with the opposite sign (not shown). This indicates a strong linear component of the sensitivity to the given parameter. It is also worth noting that the internal variability exhibits a pronounced annual cycle, with maximum in summer and minimum in winter. Hence, the rejection level of $H_0$ is larger in the remaining seasons. However, the magnitude and the pattern of the signal also considerably vary through seasons.

Reduction of domain size decreases the noise magnitude roughly by factor of 3 (Fig. 2a, right). In the same time, comparison of Figs. 2b left and right shows no evidence that the sensitivity of summer precipitation is reduced. One exception is the area of the positive sensitivity off the coast of Virginia. Over land the absolute change in precipitation is locally even larger in the smaller domain. This is reflected in a substantial increase in statistical significance of the signal: the level of rejection of $H_0$ becomes larger than 99% over a considerable part of the area of comparison (Fig. 2c, right).

4. Discussion and concluding remarks

It is clear that reduction in domain size decreases the computational cost of the PPE, both directly through reduction of the number of computational points and indirectly – reducing the number of identical simulations with perturbed initial conditions needed to provide the statistical significance of the signal. Given that the computational resources are usually limited by external funding and thus non-negotiable, the lowering of noise is an important advantage of the small domain because it allows allocation of resources to the PPE size (e.g., more parameters and perturbations can be included in the study). Furthermore, noise can render very difficult the quantification of non-linear components of the model response to simultaneous multiple-parameter perturbations.

There are, however, two important disadvantages of the small domain to be noted. Firstly, the results obtained in the small domain are representative for a small region and are of little value for typical RCM domains to which this study is addressed. Secondly, it can be argued that in a too small domain, control of the large-scale interior flow by the LBC may be excessive and suppress the signal. Suppression of the model sensitivity to parameter perturbations would decrease spread among the members of the PPE and yield an underestimation of the uncertainty range with respect to that in typical RCM simulations. Our results provide no evidence that this happens with seasonal precipitation but the concern still remains when less small-scale dominated variables are considered.
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Increased levels of atmospheric greenhouse gases will have bigger effects on climate in northern Eurasia than in most of other regions of the Earth. In this study the estimates of climate and its change potential are obtained using Voeikov Main geophysical observatory regional climate model (RCM) applied to the two major domains in the northern Eurasia (western Russia and Siberia) within the framework of the Northern Eurasia Earth Science Partnership Initiative (NEESPI).

The RCM demonstrated satisfactory performance skill in reproducing 20th century climate and its variability over the northern Eurasia. The presented analysis, in particular, addresses aspects of model validation strategies over the regions with sparse observations (e.g. Siberia and the Russian Far East) at 50 and 25 km resolution. The discretization of RCM output at daily time intervals makes it feasible to investigate statistics of high frequency climate variability and associated rare events. These events at limited modeling resolution are manifested in large-scale slowly evolving climate (weather) anomalies that can be utilized to feed different impact models for more practical assessment. Considered are some changes in the extreme indices of temperature and precipitation in 21st century over Russia. Additionally, changes in cryosphere characteristics over parts of northern Eurasia are shown.

Owing to the largest climate variability the northern Eurasia exhibits significant uncertainties in climate projections. In order to decrease the uncertainties (including those due to natural variability, model sensitivity to prescribed forcings and due to forcings themselves), large samples of RCM simulations are apparently required. Estimates of extreme events and their frequencies of occurrence also require massive RCM ensemble simulations over the region.
Is the position of the model domain over the target area related to the results of a regional climate model?

Kevin Sieck, Philip Lorenz and Daniela Jacob
Max Planck Institute for Meteorology, Hamburg, Germany, kevin.sieck@zmaw.de

1. Introduction
Most studies to investigate uncertainties in regional climate modelling concentrated on the influence of domain sizes (e.g. Laprise et al., 2008), treatment of the lateral boundary conditions (e.g. Lorenz & Jacob, 2005) and uncertainties due to different lateral forcings (PRUDENCE, ENSEMBLES). However, the decision on the position of the model domain over a certain target area was not in the focus of the community. By now it is mainly done by experience and subjective decisions. This study shows that results of a regional climate model can depend on the position of the model domain.

2. Experimental setup
All simulations were performed with the regional climate model REMO (Jacob et al., 2007) at a horizontal resolution of 0.5° (~55 km) over Europe with a domain-size of 81x91 gridboxes. The forcing at the lateral boundaries came from the ERA-15 reanalysis dataset and ECHAM5/MPIOM (Roeckner et al., 2003) simulations of the 20th century. The integration periods for the first forcing were 10 years (1979-1988) and for the latter 20 years (1950-1969). Several members with slight shifts up to 2 gridboxes around a centred control domain were integrated for both forcings.

Figure 1. Temperature difference in [K] between two ERA-15 driven runs. Shown is the difference between a run where the model domain was shifted two gridboxes to the west and the control domain for the period 1979-1988.

3. Results
Results from the ERA-15 driven runs show that shifts of the model domain by one gridbox lead to a systematic cooling or warming of the near surface temperatures compared to the control domain depending on the direction of the shift. Eastward shifts result in a warming whereas westward shifts show a cooling in central Europe up to 0.2 K between 1979 and 1988. This effect is even stronger if the model domain is shifted by two gridboxes (see Figure 1). Connected to this cooling is an anomalous low pressure system located over the Czech Republic.

To determine if this is a feature of the regional model ECHAM5/MPIOM forcing was used to run REMO. Results show that no systematic variations appear when shifting the model by two gridboxes.

4. Conclusions
The anomalous temperature and pressure patterns found in the ERA-15 driven runs seem to be dependent on the forcing that is used, because they are not showing up in ECHAM5/MPIOM forced integrations. Nevertheless, for ERA-15 forcing this feature seems to be quite robust.

5. Further studies
Further analysis on weather type frequencies for the different runs can show if ERA-15 forcing tends to give the regional model more freedom in developing mesoscale features, so that a small shift in the model domain can lead to significant differences in the climate due to internal variability.
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Estimating the Mediterranean Sea water budget: Impact of the design of the RCM
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1. Motivations
The Mediterranean Sea can be considered as a thermodynamic machine that exchanges water and heat with the Atlantic Ocean through the Strait of Gibraltar and with the atmosphere through its surface. Considering the Mediterranean Sea Water Budget (MSWB) multi-year mean, the Mediterranean basin loses water by its surface with an excess of the evaporation over the freshwater input (precipitation, river runoff, Black Sea input). Moreover the MSWB largely drives the Mediterranean Sea water mass formation and therefore a large part of its thermohaline circulation. This could even have an impact on the characteristics of the Atlantic thermohaline circulation through the Mediterranean Outflow Waters that flow into the Atlantic at a depth of about 1000 m. From a climate point of view, the MSWB acts as a water source from the Mediterranean countries and then plays an important role on the water resources of the region.

2. Scientific issues
The regional physical characteristics of the Mediterranean basin (complex orography, strong land-sea contrast, land-atmosphere coupling, air-sea coupling, relative importance of the river inflow, Gibraltar Strait constraint and complex ocean bathymetry) strongly influence the various components of the MSWB. Moreover extreme precipitation events over land and strong evaporation over the sea due to local winds can play a non-negligible role on the mean MSWB. Therefore, modelling the mean behaviour, the interannual variability and the trends of the MSWB is a challenging task of the Regional Climate Model community in the context of the climate change. It is actually one of the highlighted issues of the future HyMex project planned for the 2010-2020 period. We propose here to investigate some key scientific issues of the regional modeling of the Mediterranean Sea Water Budget using a wide range of regional climate simulations performed by Météo-France or in the framework of European projects (ENSEMBLES, CIRCE). The addressed scientific questions are the impact of:

A. the horizontal resolution
B. the modelling technique (stretched-grid model, versus limited area model)
C. the nudging technique (spectral versus grid-point)
D. the regional air-sea-river coupling
E. the choice of the RCM
F. the RCM internal variability

In our study, we assume that the volume of the Mediterranean is constant over a long period of time and we define the Mediterranean Sea Water Budget as:

\[ E - P - R - B = G \]

Where E is the evaporation, P the precipitation, R is the river discharge into the Mediterranean Sea (see figure 1), B the input from the Black Sea and G the Gibraltar Strait net volume transport.

3. RCM experiments
Various RCM experiments are used to answer the scientific issues define in section 2. The global ARPEGE-Climate model is used at different horizontal resolution (up to 50 km) to answer question A. The global stretched-grid version of ARPEGE-Climate nudged towards ERA40 (see figure 2a) is compared with the limited area model ALADIN-Climate driven by ERA40 (see figure 2b) to answer question B. The same resolution and the same physics are used in both models. Question C is addressed using spectral nudging technique either in the stretched-grid ARPEGE or in ALADIN-Climate.

4. Conclusions

In our study, we assume that the volume of the Mediterranean is constant over a long period of time and we define the Mediterranean Sea Water Budget as:

\[ E - P - R - B = G \]

Where E is the evaporation, P the precipitation, R is the river discharge into the Mediterranean Sea (see figure 1), B the input from the Black Sea and G the Gibraltar Strait net volume transport.
question E. Finally a 10-member ensemble of ALADIN-Climate forced in a Perfect Big Brother approach allows to assess the impact of the internal variability of RCMs. The numerical set-up of this suite of RCM experiments is described in detail in the following papers: Elguindi et al. (in preparation, question A); Herrmann and Somot (2008, question C); Radu et al. (2008, question C); Somot et al. (2008, question D), SanchezGomez et al. (2008, question E) and SanchezGomez et al. (in preparation, question F).

4. Observations estimates
In the literature, using surface observational datasets, the MSWB estimates range from 520 to 950 mm/yr whereas the Gibraltar Strait estimates of the water budget range from 630 to 1135 mm/yr. Other authors estimated the MSWB using low resolution reanalysis and obtained a lower range going from 391 to 524 mm/yr. In our study, different surface datasets have been used to estimate the MSWB. This surface datasets are derived from in-situ and/or satellite measurements (see Table 1). This observation estimates are used to evaluate and to sort out the underlying different modeling techniques.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Dataset</th>
<th>Period</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evaporation</td>
<td>OAFlux, ISCCP</td>
<td>1988-2006</td>
</tr>
<tr>
<td></td>
<td>HOAPS, ISCCP</td>
<td>1988-2006</td>
</tr>
<tr>
<td></td>
<td>GPCP, NOC</td>
<td>1979-2003</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1988-2006</td>
</tr>
<tr>
<td>Precipitation</td>
<td>GPCP, NOC</td>
<td>1979-2003</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1988-2006</td>
</tr>
<tr>
<td>Black sea discharge</td>
<td>Stanev et al. (2000)</td>
<td>1923-1997</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1923-1997</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1983-2008</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1983-2006</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1983-2006</td>
</tr>
<tr>
<td>Short wave</td>
<td>ISCCP, NOC</td>
<td>1983-2008</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1983-2006</td>
</tr>
<tr>
<td>Long wave</td>
<td>ISCCP, NOC</td>
<td>1983-2008</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1983-2006</td>
</tr>
<tr>
<td>Sensible Heat</td>
<td>OAFlux, NOC</td>
<td>1958-2006</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1983-2006</td>
</tr>
</tbody>
</table>

Table 1: Observation dataset allowing to evaluate the Mediterranean Sea Water Budget and its components.

5. Results
Following the 6 main scientific issues defined in section 2 and the RCM experiments defined in section 3, we analyze how the design of the RCMs impacts the mean behaviour, the interannual variability and the trends of the MSWB. The increase in spatial resolution from IPCC-like model to state-of-the-art RCM improves the representation of the MSWB in increasing the total water loss by the Mediterranean Sea surface in agreement with the Gibraltar Strait observed estimates. The choice of the RCM (same resolution, same LBC, different set-up and physics) leads to a large spread in terms of MSWB estimates. The high-frequency air-sea coupling seems also to impact the MSWB even if other coupled simulations are required to legitimate this result. Impact of the RCM internal variability, of the nudging technique and of the modeling technique is also investigated.

6. Perspectives
A large part of the results relies on the ARPEGE-ALADIN-Climate models and can therefore be model-dependent. A broader analysis of the Mediterranean Sea Water Budget using other AORCM or Regional Earth System model should be carried out. Moreover the uncertainty of the observed estimates of the MSWB can be considered as a limitation of such a study and should be reduced in the future through a intense in-situ and remote observing effort. Both tasks are planned in an international coordinated framework during the 2010-2020 HyMex project (www.cnrm.meteo.fr/hymex/).
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1. Introduction
In this study seasonal projections of several future surface parameters based on the difference between future minus present climate are presented. Applying data of global EH5OM model at the RegCM lateral boundaries, it is possible to infer a potential benefit of dynamical downscaling in comparison with global model results.

2. Data and method
The dynamical downscaling is applied to the two 30-year periods: 1961-1990 for "present" climate and 2041-2070 for future climate under A2 IPCC emission scenario, taken from the global circulation model EH5OM. The regional climate model used here is the third version of RegCM, originally developed by Giorgi et al. (1993a,b). The downscaling is done for a small ensemble of three integrations for each climate. The comparison of climate change between global and regional model is studied from seasonal climate averages for all seasons; winter (DJF), spring (MAM), summer (JJA) and autumn (SON).

In our study, the horizontal resolution used was 35 km in the area of 128x90 grid points centred at 46N and 7.5E. The model was run with 23 vertical levels up to 10 hPa.

3. Discussion
Preliminary results are shown in Fig.1 for winter and Fig.2 for spring. Here we present the differences for the shorter 20-year time slices: 2041-2060 minus 1961-1980.

An increase of the near-surface temperature is clearly seen in both seasons for both models. Although both models shows similar gradient with the highest temperatures towards northeast part of domain, the temperature increase is more pronounced in the results obtained by RegCM.

In winter, over the Mediterranean there is a decrease in precipitation and increase over the northern part of domain. Although both models give qualitatively similar pattern of change, spatial distribution in RegCM follows a better represented orography. In spring, lack of precipitation prevails over a broader part of the domain. A small precipitation increase in the north eastern part of Europe is more pronounced in RegCM than in EH5OM.

Changes in convective precipitation are small in both seasons indicating a small decrease over Atlantic and the Mediterranean.

An increase in surface pressure over a large part of the domain indicates an increase in frequency of anticyclonic weather types or a decrease in the frequency of cyclonic situations (i.e. more stable winters).

4. Further plans
Our further intention is to complete analysis for the 30-year periods and for all seasons. Because of different resolutions, a better comparison would be obtained by interpolating models' results to the same grid. In addition, discussion in terms of future variability and its significance would certainly improve results.
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Figure 1. Ensemble mean difference between future and present climate for temperature at 2m (deg), total precipitation (mm/day), convective precipitation (mm/day) and surface pressure (hPa) for DJF obtained by EH5OM (left column) and RegCM (right column).
Figure 2. Same as in Fig.1 but for MAM.
Investigation of added value at very high resolution with the Regional Climate Model CCLM
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1. Introduction
Based on a large ensemble of sensitivity simulations at a horizontal resolution of 10 km with the Regional Climate Model CCLM (Will et al., submitted), merits and shortcomings of this particular RCM have been demonstrated (Suklitsch et al., 2008). In this study we additionally deploy finer grids of 3 and 1 km horizontal resolution for single month simulations in a winter and a summer case in two test areas within the Alpine Region and analyze the added value due to finer spatial resolution.

2. Method
In order to reach the very high horizontal resolution of 1 km a triple nesting approach is applied. Starting from ERA-40 (Uppala et al., 2001) lateral boundary data at roughly 120 km horizontal grid spacing we first simulate the entire Greater Alpine region at 10 km (red rectangle in fig. 1), then the Eastern Alps (east of Innsbruck; green in fig. 1) at 3 km and finally the two test regions at 1 km (blue): One hilly region with relatively smooth orography, located in the southeastern part of Styria, and a mountainous one, with steep orography located in the “Hohe Tauern” region of the Alps.

Figure 1. Domains used for this study. Red: 10 km, green: 3 km and blue: 1 km horizontal resolution. Dashed lines indicate extended domains, solid lines the default ones.

3. First Results
Figure 2 shows the 2 m air temperature at each of the three resolutions for the Hohe Tauern region. Here it is clearly visible that the increased resolution yields more realistic results. The value of the increased resolution will be quantified using observational data of the Austrian Weather Service (ZAMG), of the avalanche warning services of Tyrol, Salzburg and Carinthia, and from the new high resolution observation network WegenerNet (Kirchengast et al., 2008).
A preliminary evaluation of the resolution chain (based on selected examples) shows the following main features:

(1) There is a cold bias (area average in hilly region) at any resolution. The cold bias ranges from −0.9 K (July) to −2.4 K (January) at 10 km resolution, from −2.0 K (July) to −2.6 K (January) at 3 km resolution, and amount to −1.8 K (July and January) at 1 km resolution. Qualitatively similar results for one location in the Hohe Tauern region are shown in figure 3, where the mean diurnal cycle of the three resolution steps is compared to observation data.
(2) Precipitation (not shown) is overestimated at 10 and 3 km resolution, but underestimated at 1 km resolution. The latter however strongly depends on the physical parameterization: in case of the setup where graupel is included in the microphysics scheme precipitation is
Figure 3. Monthly mean of the diurnal cycle of the 2m temperature in July 2007 as simulated with CCLM for the gridpoint next to Obervellach (808m ASL) in the Hohe Tauern region. Solid: 10 km resolution; dashed: 3 km; dash-dotted: 1 km; dotted: observation. The height difference between the four members is taken into account using a constant lapse rate of 6.5K per km.

overestimated also in the 1 km domain.
The diurnal cycle of precipitation shows that at the 10 km resolution there are two maxima of precipitation, one in the morning around 8 UTC, one in the late evening around 22 UTC. The two other resolutions have the first maximum two to three hours later while the second maximum occurs one hour earlier. The intensity is captured well at all resolutions.

4. Conclusions so far

The preliminary results show that increased model resolution does not necessarily mitigate model biases (after altitude correction) but yield more realistic spatial patterns and partially improve the diurnal cycle. Further, more systematic evaluation results will be presented.

Acknowledgements

The authors would like to thank the University Information Service of the University of Graz for the provision of the computing infrastructure, the Central Institute for Meteorology and Geodynamics and the avalanche warning services of Tyrol, Salzburg and Carinthia for providing observation data. This study is part of the project NHCM-1 (P19619-N10) funded by the Austrian Science Fund (FWF).

References


Will, A., M. Baldauf, B. Rockel, A. Seifert, “Physics and Dynamics of the COSMO-CLM”, Meteor. Z., submitted
A general approach for smoothing on a variable grid
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1. Introduction

Regional climate modelling using a variable-resolution global approach are an alternative to the widely used nested limited-area models. A variable-resolution GCM do not require lateral boundary conditions and it provides self-consistent interactions between global and regional scales of motion (Laprise 2006, Fox-Rabinovitz et al. 2006). The concentration of the resolution over a subset of the Earth’s surface increases computational efficiency, but this does not come free of some problems owing to the variation of resolution. The non-uniformity and anisotropy of the computational grid can result in contamination of the solution, as is the case near the poles with latitude-longitude grids.

Variable resolution can be achieved in different ways, but the stretched-grid (SG) approach will be in our attention for the purpose of this paper. The technique of grid stretching is one of the most extensively used methods for including the variable resolution in climate models. The resolution of the latitude-longitude grid is smoothly and gradually decreased outside a uniform fine-resolution area that constitutes the region of interest.

The implementation of the SG approach for climate simulations requires addressing some problems arising from grid irregularities such as computational dispersion or the pole problem (Fox-Rabinovitz et al. 2008). Even when appropriate stretching constraints are applied for the mesh design, the anisotropy of the grid outside the uniform high-resolution area can result in aliasing of short scales into large scales. One way to avoid this problem is to remove the scales that are improperly represented in the stretching areas to obtain a clean smoothly varying representation on the entire mesh.

A general convolution filter has been developed and successfully tested in one- and two-dimensional Cartesian geometry. The filter has the property of using a limited spatial stencil for the convolution to reduce computational cost. The filter has also been adapted for polar geometry and tested for different test-functions, first to control the pole problem specific of the latitude-longitude models and second to effectively remove the anisotropy and noise outside the high-resolution area of a polar stretched grid. This filter can be applied for scalars and vectors with appropriate definition constraints.

2. Theoretical approach

Variable-resolution stretched grids are designed to have a uniform fine resolution over the area of interest; outside this area the grid intervals are increasing in both horizontal directions, usually as a geometric progression with a constant local stretching factor. To control the undesirable computational problems due to the anisotropy of the grid, a numerical filtering operator is built to remove the unnecessary small-scale signal outside the high-resolution area.

The convolution operator was chosen to design the filtering formula. For a signal $\psi$, the filtered value $\overline{\psi}$ will be:

$$\overline{\psi}(x) = (\psi \ast w)(x) = \int_{-\infty}^{\infty} \psi(s) \cdot w(x-s)ds$$

We have demonstrate (Surcel 2005) that the weighting function $w$ needed for the convolution is the inverse Fourier transform of the response function. It is necessary to establish the properties of the filter; we here impose that the filter will remove all the scales that are not correct represented outside the high-resolution region. The response is defined as follows:

$$R(k) = \begin{cases} 1 & 0 \leq k \leq a = \pi/\Delta X \\ \cos^2 \frac{\pi}{2} \frac{k-a}{b-a} & a < k < b \\ 0 & b \leq k \leq \pi/\Delta X \end{cases}$$

where $\Delta X$ is the maximum grid-point distance and $\Delta \lambda$ is the minimum grid-point distance in the high-resolution area.

We find then:

$$w(x) = \frac{\pi}{2} \sin ax + \sin bx \frac{1}{\pi^2 - x^2 (b-a)^2}$$

This function is dependent on the wavenumbers $a$ et $b$. The parameter $a$ is well determined, $a = \pi/\Delta X$; the parameter $b$ is chosen such as to minimise the Gibbs phenomenon.

3. Adapting the filter for 2D geometry

The formal approach developed in 1D was generalized for the two-dimensional domain. The two-dimensional convolution uses a weighting function that is the product of two one-dimensional functions, similar with those used in the first case. The filtered function is:

$$\overline{\psi}(x,y) = \int \int \psi(s,t)w(x-s, y-t)dsdt$$

$$= \int \int \psi(s,t)w_x(x-s, y-t)w_y(s)dsdt$$

For a polar grid, the filter formulation is obtained by the application of the convolution in radial and azimuthally directions, so:

$$\overline{\psi}(r, \lambda) = \frac{1}{r} \int \int \psi(s,t)w_x(r-s, \lambda-t)w_y(s)w_y(s)dsdt$$

where:

$$r = (x^2 + y^2)^{1/2}, \quad 0 \leq r < \infty, \quad 0 \leq \lambda \leq 2\pi$$

represent the polar coordinates.

When the convolution is computed on a discrete set of points on a variable grid, the surface area associated with each grid point used in the convolution must be considered.

If the polar grid is represented by $(r, \lambda)$ and in every point the signal to be filtered is
\( \psi_{ij} = \psi(r_i, \lambda_j) \) with \( i = 1, \ldots, n; \ j = 1, \ldots, m \);
\( r_i \in [0, ar] \), \( \lambda_j \in [0, 2\pi] \), then the convolution formula is written as follows:

\[
\overline{\psi}_{ij}(r, \lambda) = \frac{\sum_k \sum_{d_{i+k,j+l}^{\lambda \psi}} w(d_{i+k}^{\lambda \psi}) \cdot s(d_{i-l}^{\lambda \psi}) \cdot s(d_{i-l}^{\lambda \psi}) \cdot s(d_{i-l}^{\lambda \psi})}{\sum_k \sum_{d_{i+k,j+l}^{\lambda \psi}} w(d_{i+k}^{\lambda \psi}) \cdot s(d_{i-l}^{\lambda \psi}) \cdot s(d_{i-l}^{\lambda \psi})}
\]

where \( d_{i-k}^{\lambda \psi} \) and \( d_{i+l}^{\lambda \psi} \) are the radial and azimuthally distances between two points \((r_i, \lambda_j)\) and \((r_k, \lambda_k)\), and \( s(d_{i-l}^{\lambda \psi}) \) are the surface areas around the \((r_i, \lambda_j)\) point.

The convolution is calculated up to a user prescribed distance \( d_{\text{max}} \), between the application point and all other points necessary for the convolution.

When the convolution is applied for the components of a vector (e.g. the horizontal winds), we must consider the representation of the vector components relative to the same referential centred on the application point.

The polar grid was used in this project as an intermediate step to the application of the filter on a spherical latitude-longitude stretched grid. In both cases, at the origin of a polar coordinate system or at the north and south poles of the sphere, the lines of constant polar angle or constant longitude converge in a single point. This convergence has consequence a severe time-stepping limit (the so-called «pole problem»). One way to stabilize the solution of a numerical differential equation near the pole is to damp the waves that are unstable for a chosen timestep at a rate that exceeds the exponential growth (Williamson and Laprise 2000).

4. Results

We present in this section two sets of tests performed with this smoothing operator. In both cases we used a large-scale cosine signal represented into a polar domain. An artificial noise was added to represent the small-scale noise to be removed.

We first verified the efficiency of the convolution operator to act as polar filter using a uniform polar grid. In figure 1 is presented the total signal (a) and the filtered signal (b). We find that the amplitude of the large-scale scale signal is unchanged and that the short-scale noise is removed.

In the second case we used a stretched polar grid and the filter was applied outside the uniform high-resolution area to remove the anisotropy. When the filter was built, we had decreased the resolution with 8% in the radial direction and with 3.8% in azimuthally direction for every grid point in the stretching zones. The total stretching factor is almost 6 in both directions. The large-scale signal was represented on the entire domain and the noise was added in the stretching zones. The initial signal is represented in figure 2a and the filtered signal is represented in figure 2b. One thing to remark is that the filtering operator conserves the quantities and keeps unchanged the amplitude of the long waves.

**Figure 1:** The initial signal composed from a large-scale signal and a small-scale noise in (a) and the filtered signal in b).

**Figure 2:** The initial signal composed of a long wave and the noise added in the stretching zones in a) and the filtered signal in b).
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What details can the regional climate models add to the global projections in the Carpathian Basin?

Gabriella Szépszó, Gabriella Csima and András Horányi
Hungarian Meteorological Service, Budapest, Hungary (szepszo.g@met.hu)

1. Motivation

Recently the continuously improving global climate models are providing solid basis and realistic projections for the synoptic scale characteristics of the climate, however they are at the moment largely insufficient for detailed regional scale estimations. The use of regional climate models ensures a dynamics-based opportunity to interpret and enhance the global results for regional scale. A couple of years ago two regional climate models were adapted at the Hungarian Meteorological Service (HMS): the ALADIN-Climate model developed by Météo France on the basis of the internationally developed ALADIN modelling system and the REMO model developed by the Max Planck Institute for Meteorology in Hamburg. It is anticipated in Hungary that these models are able to give realistic regional climate estimations not only for the next few decades but also for the end of 21st century, particularly for the area of the Carpathian Basin. This area of interest is especially important considering the fact that one of the largest uncertainties in climate projections can be found over the Carpathian Basin as it had already been identified by former large international projects.

2. Model experiments

Firstly, the models were integrated for a past period (1961–1990) with the use of ERA-40 re-analyses as lateral boundary conditions in order to explore the main characteristics of the models’ behaviour in case of “quasi-perfect” forcing. The model domains include continental Europe with approximately 25 km horizontal resolution. The models were also integrated with lateral boundary conditions provided by global atmosphere-ocean general circulation models: by ARPEGE/OPA in the case of ALADIN-Climate and ECHAM5/MPI-OM in the case of REMO. With the latter regional climate model a hundred-year transient run was accomplished for the period of 1951–2050, while the ALADIN-Climate simulations covered three thirty-year time slices in 1961–1990, 2021–2050, 2071–2100 over a smaller domain in its focus with Hungary on 10 km horizontal resolution. The regional models were forced with the A1B SRES emission scenario, which is considered as a “realistic” estimate for the evolution of the greenhouse gas concentrations until the end of the 21st century.

3. Results

Naturally, the validation of regional climate models for the past climate is an indispensable ingredient in understanding the behaviour of RCMs. This is originating from the considerations that on the one hand successful climate projections can be only expected if the models are already capable to reasonably simulate the past climate and on the other hand the biases of the model for the past might indicate and anticipate biases for the future. The model experiments for the past were validated against the CRU-dataset focusing on two main variables: the mean temperature and precipitation. Regarding the future projections the change of the same parameters was investigated for the 2021–2050 period with respect to the reference 1961–1990 one. The analysis was concentrating not only on the regional results but also taking into account the driving global models’ results, in order to carefully scrutinize the possible added value of the regional climate models with respect to the global ones and to draw reliable and robust conclusions in terms of quantitative uncertainties in the projections.

Figure 1 shows the change of the annual and winter precipitation over Hungary for 2021–2050 with respect to the model means in 1961–1990 on the basis of the ALADIN-Climate and REMO results. It can be concluded, that the annual change is a non-significant decrease projected quite similarly by both RCMs, however in the case of seasonal changes large differences can be experienced, which is pointing towards large uncertainties.

Figure 1. The annual (top) and the winter (bottom: DJF) precipitation change over Hungary for 2021–2050 with respect to the model means in 1961–1990 based on two RCMs (left: ALADIN-Climate; right: REMO).

This workshop contribution will give an overview about the results of regional climate models applied at the HMS with special emphasis on their inter-comparison and evaluation with respect to the global models.
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1. Introduction
The booming of the area of regional climate models makes RCMs being more and more used in climate research to meet the increasing demands for high resolution simulations by its downscaling skills. Regional climate research began in the late 1980s when the global climate models’ (GCMs) coarse resolutions of 300-500km cannot produce enough climate information to satisfy the needs for investigating climate change (Leung et al., 2003). It is commonly accepted the regional climate model driven by a large-scale circulation (generated by either reanalysis data or GCMs) can be integrated from an initial condition and generate realistic high-resolution (spatial and temporal as well) simulations. Since late 1980s, much remarkable progress has been made in the field of the regional climate modeling. (e.g., Dickinson et al. 1989; Giorgi 1990; Jones et al. 1995; Fu and Giorgi 1996; Christensen et al. 1997; Machenhauer et al. 1998). Giorgi and Mearns (1991) has recommended that long-term continuous RCM integrations can generate more pronouncing information than ensembles of short simulations, including minimal effect from atmospheric spin-up, improved equilibrium between the regional climate and surface hydrology cycle, accurate representation of the model internal climatology and better detection of systematic model physics deficiencies.

China is a typical monsoon area with distinct geographical configurations: west terrain high and low in the east, with ocean surrounds its south and east. In this paper, in order to understand the performance of the Weather Research and Forecasting (WRF) model in China, we run a twenty-year simulation to get better understanding of the large climate variability in China. The purpose of this study is to investigate the capability of an RCM to reproduce the observed annual cycle of the contiguous China and to get better understanding of model climatology biases. The twenty-year mean climatology is long enough to be robust significant.

2. Model simulation and validation
The WRF model, driven by the NCEP/DOE reanalysis data, is used to simulate the regional climate change from 1982 to 2001 in China. The model was integrated form 1 December to December 31 1981 with a resolution of 30km (Figure 1). The simulation results are compared to observations as well as the NCEP/DOE reanalysis data to study the WRF’s downscaling skill and uncertainty over China. The WRF simulations show its remarkable downscaling skills for precipitation and precipitation annual cycle, producing more realistic regional details.

Figure 1. Outlined are nine key regions with distinct climate characteristics and/or model biases.

Figure 2. Monthly 1982-2001 mean precipitation (mm day⁻¹) variations averaged over the nine key regions in China for observation (OBS; thin dashed), the WRF baseline integration (WRF; thick solid), and the R-2 model output (R-2; thick dashed).
in winter and spring, while substantial underestimations are identified in summer and fall. The R-2 simulations in these regions have the similar flaw like regions described above, overestimating the precipitation in August. For Szechwan Basin, the WRF simulation is basically underestimating precipitation all season (except spring), while R-2 generates substantially larger (smaller) rainfall in fall and winter (spring and summer). For south of Qinghai-Tibet Plateau, the WRF simulates larger rainfall than observation except for August, while the R-2 simulates larger rainfall all year than the observation. In Western North Xinjiang area, the WRF simulates larger (smaller) rainfall than the observation in spring, fall and winter (summer), while the R-2 biases mainly exist in excessive summer precipitation.

3. Conclusion
The precipitation simulation is more skillful in DJF/SON than in MAM/JJA in most area of China, and produces more convincing results in East China than the west. Hence the WRF downscaling provides an incredible way to improve reanalysis data in China, which has its distinct geographical configurations: west terrain high and low in the east, with ocean surrounds its south and east. The results that fall and winter simulation is better than spring and summer are possible due to the weakness of modeling convections in spring and summer. Overall, based on a number of objective measures of climate simulation skill, the WRF reproduces observed spatial and seasonal precipitation patterns better than the R-2 simulations.
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Impacts of the spectral nudging technique on simulation of the East Asian summer monsoon in 1991
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1. Introduction
Traditionally, the regional climate models (RCMs) are nested in the global models to provide detailed regional information. The method of Davies (1976) has been widely applied to the formulation of lateral boundary conditions (LBCs). However, the relaxation does not handle larger scales correctly, and distorts the long waves reflecting and interfering within the domain. One of the most substantial issues in regional climate modeling is that the RCM integrations are limited by the errors induced by the LBCs (Risbey and Stone 1996; Christensen et al. 1998; Menendez et al. 2001; Misra et al. 2003), especially the synoptic-scale systematic errors during the long-term RCM integrations. To improve the downscaling performance of the RCMs, the method of adding nudging terms in the spectral domain has been developed to incorporate large-scale regulations inside the RCM domain (Waldron el al 1996; von Storch et al 2000). The basic idea of spectral nudging is that the regional model should not modify the large-scale field in the regional domain, which is from the coarse-resolution base field and considered accurate in regional downscaling. The spectral nudging method has been widely assessed in the downscaling experiments in Western Europe (Feser 2006), contiguous U.S. (Miguez-Macho et al. 2004) and North America (Kanamaru and Kanaitsu 2007) and has been proved a demonstrative ability in improving RCM’s performance.

The purpose of this paper is to evaluate the ability of the spectral nudging method in the regional climate simulation over China.

2. Model Description and numerical experiments
The regional climate model used in this study is NCAR-MM5v3, a three-dimensional, limited-area, primitive-equation model. The simulation domain centered at 35°N and 105°E with 107×93 horizontal grid points and 50-km grid spacing covering most of East Asia. Initial and boundary conditions are provided by the 2.5°×2.5°NCEP/NCAR reanalysis (NNRP) data, and sea surface temperature (SST) are from the NOAA weekly OI SST data.

The experiments are initialized on 16 May 1991 and integrated until 1 Sep 1991. The control (CTL) integration is the regular MM5 runs without any spectral nudging applications, the spectral nudging method is applied to the wind fields at and above 850 hPa in the spectral nudging (SN) run.

3. Results
3.1 Large-scale circulation
Figure 1 shows the differences of JJA-averaged geopotential height (GPH) field at 500hPa between model simulations and the NNRP data in 1991. Clearly there is a dominant negative bias in the CTL run in most part of the domain, with a maximum locates at the southwest, and a less severe positive bias in northeast of the domain. The SN run is able to reduce the dominant negative bias to much smaller values although slightly increase the positive bias in the north of the domain. In addition, differences of the JJA-averaged 500hPa temperature field between the model simulations and the NNRP reanalysis are analyzed. Similar to those of the mass field, the SN run largely reduces the northern positive bias and the southern negative bias (Figure not shown).

3.2 Regional simulations of daily precipitation events
Figure 2 presents the model simulated and the observational time series of regional-averaged daily precipitation rates in Northeast China, North China, the Yangtze River basin, and South China. Obviously, the SN run successfully reproduce the observed individual precipitation events with day to day variations, while the CTL runs show relatively larger discrepancies. Note that the three heavy rain periods of 1991 over the Yangtze River basin are captured markedly better by SN runs than CTL runs. And the SN run diminishes most false precipitations generated by the CTL run, i.e. in the North China in late August. The correlation coefficient between the observation and the SN run is 0.69, which is remarkably better than that of the CTL run (0.42).
4. Conclusions

The spectral nudging technique prevents the regional model from generating internal states inconsistent with the driving fields as well as grants the model with freedom to develop regional and small-scale patterns. The simulations using the spectral nudging method show demonstrative skill in dynamical downscaling by (1) significantly reducing the model’s systematic error in simulating forcing variables; (2) largely improving the simulation of individual precipitation events, i.e. the intra-seasonal variability of regional precipitation.
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Extremes and predictability in the European preindustrial climate of a regional climate model
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1. Abstract
We investigate extreme events in a 300-years control simulation with the regional climate model REMO for Europe assuming constant preindustrial greenhouse gas concentrations. The extreme events in the preindustrial control run of the regional climate model are compared to recent observed extraordinary seasons like the summer 2003 or autumn 2006 in Central Europe. We examine the main causes of these incidents and ask whether the recently observed extreme events show a new quality and unprecedented characteristics that are not present in the control simulation of the regional climate model. Statistical assumptions underlying common estimates of return periods of such climatic outliers are discussed. Furthermore we explore the potential predictability of the European preindustrial climate. Here we focus on three major large-scale modes of variability, MOC, ENSO and NAO, their effects on surface air temperature and precipitation in Europe, and the role of soil moisture as a memory-inducing factor. These aspects are of importance for studies trying to produce seasonal or decadal predictions of the climate in Europe.

2. Extreme events
We selected eight seasons in a 300-years control simulation each for temperature and precipitation that were extreme in one or several of the PRUDENCE regions in Europe. Figure 1 shows mean temperature for a selection of the 8 PRUDENCE regions and different seasons. The red lines depict corresponding observations of the years 1961 to 2006, the blue circles indicate the extreme events. Events that are similar to e.g. the unusually hot summer 2003 in Central Europe are present in the 300-years control run of the regional climate model. Spatial and temporal characteristics of the atmospheric circulation and other climatic properties that detail these extraordinary incidents are described and discussed.

3. Potential predictability of the European climate
In order to investigate the potential influence of variations in MOC on European climate, we selected two 20-years periods in the preindustrial control simulation, one with high MOC (years 2210 to 2229), and one with low MOC (years 2327 to 2346) values. Figure 2 shows mean SST anomalies over the two respective periods. Cross-correlations of MOC with yearly or seasonal means of temperature or precipitation for the different PRUDENCE regions are typically small and not significant. Therefore, instead, we explore the differences in extreme events and estimate the distribution of the 100 warmest days for each of the high MOC years and the low MOC period. To assess the robustness of the results the same distributions are computed for ten randomly chosen 20-years periods. The results are summarized in Figure 3. One can see that generally the differences between the low MOC and the high MOC period lie within the uncertainty indicated by the results from the ten randomly chosen reference periods.

Figure 1. Seasonal mean temperatures for a selection of the 8 PRUDENCE regions and different seasons. Red lines indicate observations of the years 1961 to 2006, blue circles mark the extreme events. The x-axes correspond to (dummy) years of the preindustrial control run.

Figure 2. Mean SST anomalies for the high MOC period (left panel) and the low MOC period (right panel).

A similar analysis is carried out for the 100 coldest days, and the 100 days with largest precipitation totals (results not shown).
Figure 3. Distributions of 100 warmest days for different PRUDENCE regions. Red lines correspond to the high MOC period, blue lines to the low MOC years. The black curves show the results for ten randomly chosen 20-years periods. The unit of the x-axes is degrees Celsius.

In order to investigate the potential predictability induced by variations in the NAO and ENSO, we introduce a measure for extremal dependence and explore correlations between anomalous NAO or ENSO years with temperature or precipitation extremes in the different PRUDENCE regions. Furthermore, storm track statistics are calculated for the periods exhibiting high/low MOC and ENSO indices, and the role of soil moisture as a memory-inducing factor for seasonal forecasts is explored.
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Large-scale skill in regional climate modeling and the lateral boundary condition scheme

Katarina Veljović, Borivoj Rajković and Fedor Mesinger

1Institute of Meteorology, Faculty of Physics, University of Belgrade, Serbia, katarina@ff.bg.ac.yu
2NCEP Environmental Modeling Center, Camp Springs, Maryland, and Earth System Science Interdisciplinary Center, Univ. Maryland, College Park, Maryland

Several points are made concerning the somewhat controversial issue of regional climate modeling: should a regional climate model (RCM) be expected to maintain the large scale skill of the driver global model that is supplying its lateral boundary condition (LBC)? Given that this is normally desired, is it able to do so without help via the fairly popular large scale nudging? Specifically, without such nudging, will the RCM kinetic energy necessarily decrease with time compared to that of the driver model as strongly suggested by a recent study using the Regional Atmospheric Modeling System (RAMS) model? Finally, can the lateral boundary condition scheme make a difference: is the almost universally used but somewhat costly relaxation scheme necessary for a desirable RCM performance?

Experiments are made to explore these questions running the Eta model in two versions differing in the lateral boundary scheme used. One of these schemes is the traditional relaxation scheme, and the other the Eta model scheme in which information is used at the outermost boundary only, and not all variables are prescribed at the outflow boundary. Forecast lateral boundary conditions are used, and results are verified against the analyses. Thus, skill of the two RCM forecasts can be and is compared not only against each other but also against that of the driver global forecast. A presumably novel verification method is used in the manner of customary precipitation verification in that forecast spatial wind speed distribution is verified against analyses by calculating bias adjusted equitable threat scores and bias scores for wind speeds greater than chosen wind speed thresholds. In this way, focusing on a high wind speed value in the upper troposphere, verification of large scale features we suggest can be done in a manner that may be more physically meaningful that verifications via spectral decomposition that are a standard RCM verification tool.

The results we have at this point are to a degree limited in view of the integrations having being done only for 10-day forecasts. Even so, one should note that they are among very few done using forecast as opposed to reanalysis global driving data. They suggest that (1) running the Eta as an RCM, no significant loss of large-scale kinetic energy with time seems to be taking place; (2) no disadvantage from using the Eta LBC scheme compared to the relaxation scheme is seen, while enjoying the advantage of being significantly less demanding than the relaxation given that the Eta scheme needs driver model fields of the outermost domain boundary only; and (3) the Eta RCM skill in forecasting large scales seems to be just about the same as that of the driver model, or, in the terminology of Castro et al. (2005), the Eta RCM does not lose “value of the large scale” which exists in the larger global analyses used for the initial condition and for verification.

References

Does dynamical downscaling with regional atmospheric models add value to surface marine wind speed from re-analyses?

Jörg Winterfeldt and Ralf Weisse
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1. Assessment of added value using buoy wind

The hindcast surface marine wind speed fields from the regional atmospheric model REMO in two configurations and the regional atmospheric model CLM are investigated with regard to their added value in comparison to the driving wind field from the NCEP/NCAR reanalysis (NRA_R1). To do so in a first step wind speed measurements from buoys, light ships and platforms in the eastern North Atlantic are considered as “truth”. Added value from the regional models is obtained when correspondence with both the measured statistical distribution and instantaneous wind speeds is higher than that of the reanalysis. Wind speed fields from NRA_R1, REMO and CLM are bilinearly interpolated to measurement locations and statistically compared.

Winterfeldt and Weisse (2009) demonstrated that for instantaneous wind speeds the regional models do not have an added value both in “open ocean” areas and the German Bight. However, in the English Channel, where local topography and associated local wind regimes become important, the regional model shows an added value for instantaneous wind speeds. Concerning the wind speed distribution there’s a clear indication for an added value of the regional models in coastal regions, especially for higher wind speed percentiles, while in “open ocean” areas the NRA_R1 is better reflecting observed distributions.

2. Assessment of added value using QuikSCAT wind speed retrievals

The added value of the dynamically downscaled wind was assessed with satellite data, namely QuikSCAT Level 2B 12.5 km (L2B12) wind speed retrievals following the thorough validation of the quality of L2B12 data with buoy winds in the eastern North Atlantic (RMSE: 1.5 m/s) by Winterfeldt et al. (2009). For that purpose L2B12, REMO and global NCEP/NCAR reanalysis (NRA_R1) data were co-located for the years 1999-2007. Co-location criteria between REMO and L2B12 data are within 0.1° and 0.06° in longitudinal and latitudinal distance from REMO model grid points and within 20 minutes, leading to a high quality L2B12 gridded wind speed data set with REMO grid dimensions. NRA_R1 data was interpolated in time and space onto the REMO grid.

A slightly modified Brier Skill Score (BSS) was used to test to what extent the regionally modelled wind gives a better reproduction of QuikSCAT wind speed than the NRA_R1. The modified version of the BSS varies between -1 and +1 and simplifies the comparability of positive (value added) and negative (value lost) scores.

Fig. 1 confirms the point stated by Winterfeldt and Weisse (2009) for a wide area including the eastern North Atlantic, the Baltic, Mediterranean and Black Seas: dynamical downscaling does not add value to NRA_R1 wind speed in open ocean areas (blue), while it does for complex coastal areas (red).

3. Seasonal variability of added value

Strong interseasonal differences exist, in winter enhanced cyclonic and meso-cyclonic activity increases the potential of dynamical downscaling. In winter time the added value is more pronounced around Iceland and Greenland, south of Iceland and within the Gulf of Lyon/Mistral region (see Fig. 2 and 3).

Summarizing QuikSCAT is a valuable tool to identify marine regions where dynamical downsampling of wind speed makes sense.

Figure 1. Modified Brier Skill Score calculated from co-locations between QuikSCAT L2B12, NRA_R1 and SN-REMO (SN stands for use of spectral nudging) in the wind speed range from 3 to 20 ms⁻¹ and the years 2000 to 2007, where QuikSCAT L2B12 serves as “truth”, NRA_R1 as reference “forecast” and SN-REMO as “forecast”. Blue areas indicate value lost, while red areas indicate value added by dynamical downscaling.

Figure 2. As Figure 1 but for Summer (JJA).
Figure 3: As Figure 1 but for Winter (DJF).
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1. Introduction

Interannual variations of precipitation and surface air temperature are integral parts of the climate system, where remote controls by planetary circulation and global surface anomalies act together with local influences by regional mesoscale surface characteristics. These two broad factors (remote and local) can be distinguished by using a regional climate model (RCM), in which planetary signals are integrated through lateral boundary conditions while mesoscale impacts are internally resolved (e.g., Giorgi et al., 1993; Liang et al., 2001). Given the inadequacies of general circulation models (GCMs) to simulate regional climate variability, the RCM downscaling has become a powerful alternative and is widely applied in studies of seasonal-interannual climate prediction and future climate change projection.

It is imperative that any RCM must be rigorously validated in reproducing historical observations, including both mean climate and temporal variability, before credible application for climate change projection. In the published literature, numerous studies have demonstrated the RCM skill enhancement for downscaling regional characteristics, especially of precipitation and surface air temperature, focusing on mean climate (long-term averaged) biases such as in the annual cycles (Pan et al., 2001; Roads et al., 2003). In this study, three different RCMs, the Weather Research and Forecasting model (WRF), National Centers for the Environmental Prediction (NCEP) Regional Spectral Model (Juang et al., 1997), and Regional Climate Model version 3 (RegCM3, Pal et al., 2007), are chosen to examine downscaling skill. The downscaling skills of RCMs are compared with the driving reanalysis, against observation of interannual variations of precipitation and surface temperature during 1982-2003 over East Asia. This is facilitated by using empirical orthogonal function (EOF) and correlation analyses.

2. Model and experimental design

Three regional climate models used in this study are the RSM, WRF, and RegCM3. The RSM is a primitive equation model using the sigma-vertical coordinate. The model includes parameterizations of surface, boundary layer (BL), and moist processes that account for the physical exchanges between the land surface, the boundary layer, and the free atmosphere. The RegCM3 is a primitive equation, compressible, sigma-vertical coordinate, and limited area model of which the dynamical core is based on the hydrostatic version of the fifth-generation Penn State University-National Center for Atmospheric Research (PSU-NCAR) Mesoscale Model (MMS; Grell et al. 1994). The Advanced Research WRF (ARW; Skamarock et al. 2005) is a community model suitable for both research and forecasting.

Three-month-long simulations for the summer season (June-July-August; JJA) were performed for 22 years from 1982 to 2003. The model grids consist of 109 (west-east) by 86 (north-south) grid lines at 60 km horizontal separation with the polar stereographic map projection. The model configurations used for each model are summarized in Table 1. The simulations are performed with reanalyses-derived boundary forcing.

### Table 1

<table>
<thead>
<tr>
<th>Model</th>
<th>Vertical Levels</th>
<th>Dynamics Numerics</th>
<th>Physics Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>RegCM3</td>
<td>σ-23 layers</td>
<td>hydrostatic finite difference</td>
<td>CPS: Grell (1993)</td>
</tr>
<tr>
<td>RSM</td>
<td>σ-28 layers</td>
<td>hydrostatic spectral computation</td>
<td>PBL: Holtslag (1990)</td>
</tr>
<tr>
<td>WRF</td>
<td>σ-28 layers</td>
<td>nonhydrostatic finite difference</td>
<td>LSM: Kain-Fritsch (1993)</td>
</tr>
</tbody>
</table>

3. Dominant interannual variation patterns

Figure 1. The first EOF mode and corresponding principal component of surface temperature.
The models capture this pattern with the variance of 48% by the RegCM, 29% by the RSM, and 32% by the WRF. The spatial patterns are quite consistent with the corresponding modes from the R2. The spatial correlation coefficients with the first modes from reanalysis data are 0.8, 0.94, and 0.91 by the RegCM, RSM, and WRF, respectively. The corresponding temporal correlation coefficients are 0.89, 0.65, and 0.60 by the RegCM, RSM, and WRF.

![Figure 2](image-url)

**Figure 2.** Same as in Fig. 1 except for precipitation.

Figure 2 compares the EOF patterns and PC time series of the observed and simulated precipitation. The first eigenvector of the observed summer precipitation explains 22% of total variance that is smaller than that for temperature. The interannual variation of precipitation is more complex and also more difficult to model than temperature. The first modes of simulated precipitation by three RCMs explain 21%, 16%, and 18%. The CMAP precipitation is characterized by positive-negative pattern in the north-south direction. The RegCM and RSM capture these patterns, however, the negative area is biased southward in the RegCM and band-shape is not reproduced in the RSM compared to the CMAP. The spatial correlations with the observed mode are 0.43, 0.29, 0.05 for the RegCM, RSM, and WRF, respectively. The correlation of the PC time series between the observed and simulated precipitation for the first mode is about -0.1, 0.33, and 0.23 by the RegCM, RSM, and WRF, respectively. In contrast to the PC time series obtained from the surface temperature, correlation coefficients between the CMAP and simulated precipitation is low.
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Incremental interpolation of coarse global forcings for regional model integrations
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1. Introduction

Until now, the numbers of forcing levels and time frequencies have been somewhat arbitrarily chosen for regional model integrations and very high resolutions in the vertical and in time, of the order of 25 hPa in the vertical and 6 hours in time, are believed to be required. Unfortunately, this high resolution forcing output restricts the number of cases of downscaling that can be performed. For example, NARCCAP limits the number of global warming simulation models to only four. The slow progress in the downscaling of ensemble seasonal forecast is also due to the practical difficulties in storing high resolution output from large ensemble members.

In this study, we will examine the impact of the vertical resolution of the forcing field and introduce a new interpolation scheme that arrows the use of coarse vertical resolution without losing accuracy with only a small overhead. Similar idea can be applied to the interpolation in time. Using this method, global forcing with only 5 levels in the vertical and time frequency of daily is sufficient to force regional model, thus reducing the required volume of forcing files by a factor of 30 or more. This work also presents the importance of specification of the forcing data. Since vertical levels of forcing fields are generally different from those of regional models and the vertical interpolation may have significant deteriorating effects on dynamical downscaling. This problem has not been studied intensively because these errors were considered to have only a minor influence on the regional simulation. This may be true for a short-range regional forecast problem for which the initial condition is of greater importance, while the lateral boundary condition has less forecast problem for which the initial condition is of greater simulation. This may be true for a short-range regional considered to have only a minor influence on the regional

Unfortunately, this high resolution forcing output restricts the number of cases of downscaling that can be performed. For example, NARCCAP limits the number of global warming simulation models to only four. The slow progress in the downscaling of ensemble seasonal forecast is also due to the practical difficulties in storing high resolution output from large ensemble members.

In this study, we will examine the impact of the vertical resolution of the forcing field and introduce a new interpolation scheme that arrows the use of coarse vertical resolution without losing accuracy with only a small overhead. Similar idea can be applied to the interpolation in time. Using this method, global forcing with only 5 levels in the vertical and time frequency of daily is sufficient to force regional model, thus reducing the required volume of forcing files by a factor of 30 or more. This work also presents the importance of specification of the forcing data. Since vertical levels of forcing fields are generally different from those of regional models and the vertical interpolation may have significant deteriorating effects on dynamical downscaling. This problem has not been studied intensively because these errors were considered to have only a minor influence on the regional simulation. This may be true for a short-range regional forecast problem for which the initial condition is of greater importance, while the lateral boundary condition has less influence. However, the lateral boundary conditions may have a significant influence on the downscaling at climate time-scale, since they continuously influence the interior of the regional domain. The external forcings will be even more important for their use within the regional domain when the spectral nudging is applied.

For further detail, please see Yoshimura and Kanamitsu (2009).

2. Incremental Interpolation

A method we introduce here is a common procedure used widely in objective analysis, called incremental interpolation (e.g., Bloom et al., 1996). This method uses short range forecast with a global coarse resolution model as a guess, and vertically interpolates the difference between the external forcing field and the guess at the standard pressure levels to model levels. Since only the increment is interpolated, the fine structure in the guess field is preserved after the interpolation.

If we use incremental interpolation used in objective analysis to the vertical interpolation of the forcing, the forcing field \( F_{\text{INC}} \) will be written as:

\[
F_{\text{INC}} = F_o + \Delta \rightarrow \Delta \rightarrow \Delta \rightarrow \Delta + \Delta \rightarrow \Delta \rightarrow \Delta \rightarrow \Delta (F_o) = \Delta \rightarrow \Delta \rightarrow \Delta \rightarrow \Delta (F_o)
\]

where \( F_o \) and \( F_a \) are initial guess field and analysis fields in full sigma-level coordinate, and \( \Delta \rightarrow \Delta \rightarrow \Delta \rightarrow \Delta \) and \( \Delta \rightarrow \Delta \rightarrow \Delta \rightarrow \Delta \) are interpolation operators from pressure-to-sigma and sigma-to-pressure coordinates, respectively. Summation of the second and third terms on the right hand side of Eq.(1) gives you the “interpolated increment.” Note that the interpolation operators used in \( \Delta \rightarrow \Delta \rightarrow \Delta \rightarrow \Delta (F_o) \) and in \( \Delta \rightarrow \Delta \rightarrow \Delta \rightarrow \Delta (F_a) \) are generally not exactly the same, since vertical interpolation (frequently called post-processing) used in the models between analysis and guess models are different. As schematically shown in Figure 1, the incremental interpolation maintains the small scale vertical structure in the guess field, thus errors are much smaller than the simple interpolation.

Two streams of regional integrations are taken place with different processes applied for forcing fields in pressure-level; simple vertical interpolation scheme (P2S) and the new incremental interpolation scheme (INC), and they are compared with a reference integration (CTL), in which forcing fields in fully identical sigma levels are used. We used ECPC RSM, which a type of the spectral nudging (selective scale bias correction; Kanamaru and Kanamitsu, 2006) is applied. The domain of all the experiments covers part of North and Central America including the U.S. and Mexico, (135-65W and 10-50N), with 50 km horizontal and 28-level vertical resolutions. The original forcing data are taken from R2. The integration period is January 1-11, 1985, which is somewhat arbitrarily chosen. Each set of experiments consists of 4 ensemble members that start at 00Z on the 1st, 2nd, 3rd, and 4th, respectively, and all end at 00Z January 11. For each of the streams, the following five combinations of pressure levels to generate the forcings; i.e., 17, 9, 7, 3, and 2 levels.

Figure 1. Schematic representation of the vertical incremental interpolation.

3. Results

Figure 1 present a comparison of the root mean square difference (RMS) of surface air temperature, surface wind, and precipitation between CTL and the experiments with different forcing level specifications (17, 9, 6, 3, and 2 levels.) The left-most gray bars, the mean RMS among the ensemble members, indicate the variance
of the simulations due to the difference of the initial conditions. The dark bars in Figure 2 show the results from the simple vertical interpolation (P2S), whereas the white bars indicate the incremental interpolation (INC). The incremental interpolation significantly improves regional simulation for nearly all ranges of pressure levels with the exception of precipitation in 17L, 9L, and 3L. The performance of the 7L results became very similar to that of 17L without the incremental interpolation (P2S-17L), and even 3L produced a reasonably good regional simulation compared to P2S-17L. Therefore, from a practical point of view, approximately 5 pressure levels will be sufficient to obtain reasonably accurate regional simulations. We should note that the improvement is more apparent for 2-meter temperature and 10-meter winds. Reasonable improvement is also seen in precipitation.

Figure 2. Ensemble means of area averaged RMS between CTL and experiments with different numbers of vertical levels used as forcings are shown for 2-meter air temperature (a), 10-meter wind speed (b) and precipitation (c).

4. Application to Regional Future Projection

Though highly expected, few of IPCC/WCRP’s CMIP3 simulation results can be directly used as lateral boundary condition for dynamical downscaling study because these data are archived with small number of vertical levels and scarce temporal interval (at most daily). We therefore investigated the impact of small number of vertical levels and longer intervals of forcing data, particularly focused on a purpose of the regional future projection. Japanese T106 MIROC simulation results are used, and all 23-level data are used as lateral boundary for the control regional integration (CTL). Similarly to the previous section, we applied the simple vertical interpolation from coarse vertical data (COA) and the incremental interpolation (INC) from the lowest 9 levels (up to 200 hPa). In this experiment, we used the ECPC RSM, but for a domain covering western U.S.A. and Mexico and vicinity oceans in 10 km horizontal resolution. Integration was done for one year (year of 2047 in A1B scenario, according to MIROC experiment) with identical initial conditions.

Figure 3 shows monthly precipitation distributions and their difference from CTL. Due to less vertical information given by the forcing data, more precipitation is simulated over the Central Valleys in COA, whereas the wet condition is fixed in INC, even though exactly same amount of information has been used. As shown in Figure 4, this is mainly due to more surface convergence simulated in COA.

Figure 3. Monthly precipitation from 10-km regional dynamical downscaling of MIROC’s global future projection results. Upper panels show monthly distribution and lower panels show difference from the control (CTL).

Figure 4. Same as Figure 3, but for surface wind fields.
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Development of a long term climatology of North Atlantic polar lows using a RCM
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1. Introduction – polar lows
Polar lows are intense mesoscale ground level storms, which occur in the subpolar maritime regions of both hemispheres during the winter seasons. They usually develop in instable atmospheric conditions and are often triggered by convective processes (cf. Rasmussen and Turner (2003)). Only since the advent of satellite imagery it became possible to discover a large proportion of these features reliably. However the period covered by such data usually does not allow for any statements on the long-term behavior of polar lows.

For investigations of atmospheric features on timescales of several decades, often so called global reanalysis data are used. These reanalyses contain the past state of the whole atmosphere on a relatively coarse grid, approximately 200 x 200 km. As polar lows are phenomena sized beyond the resolved scales of the reanalyses, we used a RCM for our approach to develop a long-term climatology of polar lows in the North Atlantic.

2. Method - reproducing polar lows with a RCM
This widely used method to gain higher resolved atmospheric fields is called “dynamical downscaling” and post processes reanalysis-data by means of RCMs. However, for a number of applications, it is not clear if the expected additional value of the higher resolved fields justifies this computationally intensive procedure. E.g. Winterfeldt and Weisse (2009) show, that an additional value for wind speed statistics in maritime areas in RCMs is only gained in coastal areas, which are influenced by topography.

In our talk we show that driving a RCM with global reanalysis-data is a reasonable way for our aim, namely to reproduce polar lows. In RCM simulations polar lows do emerge, whereas in the driving fields, they are not clearly contained. This extends what Feser et al. (2009) report on the “added value of limited area model results” on this workshop.

It is further shown, that polar lows can more reliably be reproduced, when a spectral nudging method, which integrates large scale information from the reanalyses into the RCM-simulation, is applied. This holds for an ensemble of case studies as well as for an ensemble of two year long simulations (Zahn, M. et al. (2008), Zahn, M. and H. von Storch (2008a))

Considering these results we carried out a multidicadal (approx. 60 years) simulation of the atmosphere above the North Atlantic and counted the seasonal numbers of polar lows.

3. Results – the climatology of polar lows
Figure 1 shows the number of counted polar lows per winter season over the investigated period of 60 years. There is large interannual variability in this number, expressed by a standard deviation of about +/- 13 cases, but no long-term changes can be seen (cf. Zahn, M. and H. von Storch (2008b)).

Number of detected polar lows per polar low season (PLS). One PLS is defined as the period starting 1 July and ending 30 June the following year.

Further characteristics of the climatology such as regional distribution and the resemblance to limited observational evidence are also presented. Finally, first results for future projections, which assess the behavior of the number of polar lows in presumed changing climate conditions, are discussed.
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1. Introduction
Mesoscale convective systems (MCSs) produce unique regional climate signals in the central United States that include nocturnal precipitation maximum, eastward nocturnal propagation of precipitation, and mixing line (Anderson and Arritt 2007, Markowski and Stensrud 1998) but are notoriously difficult to simulate with grid spacing >1km (Bryan et al. 2003, Correia et al. 2008). The challenge arises in simulating an upscale transition of dynamical forcing. MCSs begin as independent convective storms that self-organize into larger dynamical scale circulation by means of low-level outflow, gravity waves, and mid-level virtual warming (Bryan et al. 2003, Cotton et al. 1989, Pandya et al. 2000). The scale and configuration of latent heat release and evaporative cooling are very important in the evolution of these processes and are represented within a regional climate model (RCM) by the convective and moist physics parameterizations. In this paper, the role of precipitation and cloud material generated by convective parameterization is examined in simulations of a two-month period in which MCSs are prevalent (Anderson and Arritt 1998).

2. Experimental Design
A suite of RCM experiments were used to systematically study sensitivity of climate characteristics of MCSs to the partitioning of water vapor flux within the convective parameterization into precipitation and cloud material. The simulation period was 1993 June 1 – July 31. More than 35 large MCSs occurred during this period, which equates to about one occurrence per two days (Anderson and Arritt 1998).

The simulations were performed with the Weather Research and Forecast (WRF; Skamarock et al. 2001) model, using the Kain-Fritsch (KF) convective parameterization (Kain 2004). Initial and boundary conditions were provided by the NCEP-DOE Renalysis-II (R2; Kanamitsu 2002).

The fundamental experiment was designed to compare two versions of the KF scheme. A control simulation was made in which the RCM used the default KF scheme and was compared to a test simulation in which the KF scheme was altered to produce cloud material at the expense of precipitation. Comparison of results from the default and modified KF scheme provides insight into the importance of producing widespread mid-level cloudiness and latent heating, and low-level evaporative cooling relative to local heating and cooling profiles from the convective parameterization. A number of experiments were performed by varying the moisture physics parameterization, trigger function in the KF scheme, and model grid point spacing.

3. Results
The diabatic theta change, KF scheme theta change, and KF scheme water species change for (a) default KF scheme and (b) altered KF scheme. ‘figure’.

Large differences are evident in the average daily change of diabatic theta, KF theta, and KF water species. In the context of MCSs, the notable differences are a large increase in positive diabatic change 3000-7500 m AGL and larger magnitude of negative diabatic change below 7500 m AGL. The positive KF theta change is nearly identical in both simulations; whereas, the negative KF theta change is slightly larger in magnitude below 3000 m and much, much smaller in magnitude near the surface.

The increase in mid-level positive diabatic theta change occurs in the transition zone from large values of KF cloud water and KF cloud ice change. This result shows that the microphysics parameterization is engaged by altering the KF scheme to produce cloud material at the expense of precipitation. In particular, the diabatic heating appears to occur within a vertical level in which cloud water would freeze to form cloud ice. Likewise, the increase in magnitude of negative diabatic theta change at mid- and low-level altitude is evidence of the activities of the microphysics parameterization. In this case, melting of frozen water and evaporation of liquid water create cooling.
The absence of the very shallow, near surface negative KF theta change when using the altered KF scheme is due to the severe reduction in precipitation produced by the KF scheme. The downdraft model uses a fraction of the precipitation to generate an evaporatively cooled downdraft that detrains in the lowest model layer. In the altered version of the KF scheme, precipitation is nearly absent and the water vapor is partitioned into cloud material so that the downdraft model produces very little cooling.

4. Summary

An altered version of the KF scheme in which water vapor flux is converted into cloud material rather than precipitation is examined. The results from simulations of a two-month period in which large propagating MCSs were frequent showed dramatic differences in diabatic heating profiles.

At the workshop, additional results will be discussed that show just as dramatic differences in precipitation characteristics. In particular, the phase of the diurnal cycle of precipitation is significantly delayed and more accurate in when using the altered KF scheme, and with this modified scheme the eastward, nocturnal propagation of precipitation is more pronounced. The sensitivity to microphysics parameterization and grid point spacing will be discussed as well.
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Introduction

Traditionally, the hydrological impacts of climate change have been based on driving hydrological models with the output of global or regional climate models, e.g. Graham et al. (2007). This means that the feedbacks to the atmosphere are neglected, which has an unknown impact on the predictions of climate change, particularly at the local scale. Furthermore, climate models often operate at spatial and temporal scales that are much larger than the scales required for analyzing the effects on the hydrological system. This means that the representation of the hydrology in these climate models is often very simplified and therefore not suitable for detailed hydrological analyses.

To develop improved methods for assessing the effects of climate change on water resources, a fully coupled hydrological and climate modelling system is being developed using two state-of-the-art model codes: the climate model code HIRHAM, Christensen et al. (1996), and the hydrological model code MIKE SHE, Graham and Butts (2006) The coupling will exploit new OpenMI technology that has recently emerged from the water sector for coupling model components. OpenMI provides a standardized interface to define, describe and transfer data on a time basis between software components that run simultaneously thus supporting systems where feedback between the modelled processes is necessary, Gregersen et al. (2007). Therefore, OpenMI is ideally suited to linking hydrological and climate models and allows linking with different spatial and temporal representations and across different platforms. This new technology will also be effective in linking the meteorological and hydrological modelling communities.

MIKE SHE

MIKE SHE is an advanced, flexible framework for hydrologic modeling, Butts et al., (2004); Graham & Butts (2006). MIKE SHE covers the major processes in the hydrological cycle and includes process models for evapotranspiration, overland flow, unsaturated flow, groundwater flow, and channel flow and their interactions. Each of these processes can be represented at different levels of spatial distribution and complexity according to the goals of the modelling study, the availability of field data and the modeller’s choices, Butts et al. (2004).

A new energy-based evapotranspiration model has been implemented in MIKE SHE, Overgaard et al. (2007), and will be used to model the feedback processes between the land surface and atmosphere. This new evapotranspiration model was successfully evaluated against observations of energy fluxes collected during the First International Satellite Land Surface Climatology Project (ISLSCP) Field Experiment (FIFE). FIFE was conducted in a 15x15 km area near Manhattan, Kansas, in and around the Konza Prairie.

HIRHAM

HIRHAM is a regional atmospheric climate model, cf. Christensen et al. (1996), based on a subset of the HIRLAM, cf. Undén et al. (2002) and ECHAM models, cf. Roeckner et al. (2003), combining the dynamics of the former model with the physical parameterization schemes of the latter. A new and updated version, HIRHAM5, has recently been developed in collaboration between the Danish Meteorological Institute and the Potsdam Research Unit of the Alfred Wegener Institute Foundation for Polar and Marine Research and was released in 2006, cf. Christensen et al. (2006).

Coupling scheme

The coupling will be made such that HIRHAM’s standard, simple land surface parameterization scheme (hydrological model) will be utilized in regions not covered by the MIKE SHE model. This will make it possible to apply the coupled code without having to set up MIKE SHE on the entire regional scale covered by HIRHAM, and it will therefore save both personal time and computational power. The following parameters are passed from the climate model to the hydrological model: air temperature, precipitation, wind speed, relative humidity, global radiation, and air pressure, whereas sensible and latent heat flux and surface temperature is passed to the climate model.

Since the HIRHAM code is designed to run efficiently on a massively parallel UNIX/LINUX system, while MIKE SHE runs primarily on a WINDOWS PC, a critical task is to develop a suitable method for cross-platform communication, i.e. in order to facility the exchange of parameters at run-time. Here, we exploit the OpenMI standard interface technology. In brief, an OpenMI compliant version of MIKE SHE has been built to run on a WINDOWS PC along with a similarly compliant “proxy” version of the HIRHAM model. The proxy component is linked to a HIRHAM wrapper on the UNIX/Linux side, which implements the smallest subset of the OpenMI standard methods and provides a direct interface to the modified model code. In this way any of the model components, i.e. HIRHAM or MIKE SHE, may be seamlessly exchanged or new ones added, e.g. to build a regional Earth system model.

Concluding remarks

This poster presentation provides further details on the coupled model system and the OpenMI interface. Also, we present preliminary results from coupled feasibility studies carried out on the basis of data from the FIFE project as well as reanalysis data from the CRU and ERA-40 archives.
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1. Introduction
Under well defined conditions (see Schumann, 2000) the hot and moist engine exhaust gases of airplanes at cruise level trigger the formation of condensation trails (contrails) in the wake or the aircraft. If the surrounding air is ice-supersaturated these contrails become persistent and transform into cirrus clouds and can persist for several hours (IPCC, 1999).

It has been shown (IPCC, 1999, IPCC, 2007) that this so-called aircraft induced cloudiness (AIC) has a warming impact on climate, although the magnitude of the impact is not well determined. This study aims at modeling the contrail formation and their evolution into cirrus clouds with the regional climate model CLM over Europe. A regional model has been chosen as its cloud microphysics are generally more detailed than in global climate models. The higher resolution of the model (20km x 20km) permits a more detailed representation of small-scale structures like contrails. The global contrail coverage is spatially very inhomogeneous. Therefore Europe has been chosen as a model domain as it presents very high coverage due to the high traffic density over this region.

2. Model and contrail parameterization
The regional climate model CLM (Climate version of the Lokal Model) (Will et al., 2008) has been chosen for this study. This regional climate model is derived from the operational non-hydrostatic weather-forecast model COSMO used among others by the German Weather Service (DWD).

The cloud microphysical scheme is a one moment, two category ice-scheme based on (Lin et al., 1983). To this scheme a parameterization was added (figure 1) that creates supplementary ice clouds when the meteorological conditions permit the creation of contrails (Schmidt-Appleman criterion, see Schumann, 2000) and the air is ice-supersaturated. The subgrid-scale growth of contrails in the model is based on results by Lewellen and Lewellen (2001) and depends on the ambient supersaturation level. The supplementary ice created is then fully integrated into the microphysics of the climate model, which allows the simulation of the growth of linear contrails into cirrus clouds.

3. Some preliminary results
For these preliminary runs a homogeneous flight distribution has been assumed (i.e. a plane is continuously flying in every grid-cell). In all grid boxes the flown distance has been set to the average over Europe derived from the AERO2k database (Eyers et al., 2005).

Figure 2 shows the difference of ice mass between the run with the homogeneous contrail forcing and a reference run, without contrails averaged over January 2005 and all model levels. This tells us the location of regions which are more prone than others to form persistent contrails
This experiment shows that especially over the northern Iberian peninsula, but also over the English Channel and the North-Sea, conditions are present to form many persistent contrails, whereas the region west of the Alps shows a rather low potential. These findings are in accordance with satellite based observations of linear contrails (Meyer et al., 2002).

Figure 1. Schematic representation of the contrail parameterization in the model, with $q^*$ the specific humidity calculated by CLM, $q^*_i$ the specific ice saturation humidity, $\alpha$ a parameter to account for the sub-grid scale growth of contrails and RH the relative humidity.

Figure 2. Relative difference (in %) of the mass of ice given by model, averaged over all model levels between the reference run and a run including the contrail parameterisation, for January 2005. The darker the red area the more ice has been formed by aircrafts in this idealised case (see text)
Figure 3. Slice through the model domain at the line indicated in black on figure 2 of the relative difference (in %) of the mass of ice given by model, between the reference run and a run including the contrail parameterisation, for January 2005.

The impact of this additional ice mass on the high cloud cover (>8km) as calculated by CLM (Xu and Randall, 1996) is shown in figure 4. The increase of up to 8% of cloud cover is in accordance with recent simulations of AIC in a global model (Burhardt et al., 2008).

We can again see a high increase over e.g. the North Sea. However in regions which are less prone to from persistent contrails, such as Southern France, the change in cloud cover is slightly negative. This is due to a slight temperatures increase just below the contrail cover, which is advected in regions with low contrail coverage and leads to a decrease in cloud cover that becomes visible in these areas.

Figure 4. Difference of the high cloud cover (> 8km, in % of coverage), between the reference run and a run including the contrail parameterisation, for January 2005.

4. Outlook and future work

The next step will be to perform runs based on data derived from real flights (e.g. from AERO2k, see Eyers et al., 2005). As this database is on a 1°x1° grid, a downscaling has been performed to the model grid of 0.2° x 0.2°. Once a model run with these data has been done it will be interesting to compare the additional cloudiness with the “homogenous traffic” case in order to what extent the observed patterns by satellite are based on the inhomogeneities in the air traffic, or on different climatic conditions.

As the parameterisation is dependent on the correct calculations of supersaturation it is important to validate it in the CLM model, by comparing model output to satellite data. Also the simulated AIC needs to be validated on longer time scales and other seasons, which can be done by a comparison with satellite observations from (Meyer et al., 2002), covering 2000-2005. Once the approach has been validated the model will be used to evaluate the impacts of AIC on different climatic indicators, such as the diurnal temperature range and the total cloud cover.
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1. Introduction
The stratospheric layer plays a key role in communicating climate variability over vast regions of the Earth’s atmosphere. Some of its variability is attributable to natural drivers such as variations in El Niño Southern Oscillation (ENSO), solar irradiance, or volcanic eruptions and is manifest on different timescales from days to seasons and even longer timescales. Through downward wave propagation, variability in the stratosphere can impact on tropospheric climate variability modes and hence surface climate on different spatial scales. One of the most prominent stratospheric influence are sudden stratospheric warmings (SSWs) leaving an imprint on weather at the ground even a few weeks later (Baldwin and Dunkerton, 2001).

Figure 1 shows the observed surface air temperature (SAT) and sea level pressure (SLP) response with respect to five major tropical volcanic eruptions and to ENSO since 1880. The volcanic signal in the first boreal winter months after the eruption is characterized by a cooling over the oceans and a warming over the northern extra-tropical land masses. Several dynamical feedback mechanisms including the propagation of planetary waves have been proposed to explain the pathway of climate anomalies originating from the stratosphere (see e.g., Stenchikov et al., 2004).

Over recent years much attention has been drawn to the climatic effect of El Niño on the northern extra-tropical stratosphere and its manifestation on surface. While the surface climate response over the North Pacific and North American region is well known, the signal over the North Atlantic European sector (negative North Atlantic Oscillation accompanied by cold (mild) temperatures over Northern (Southern) Europe) is subject to a large variability among individual El Niño events which complicates its interpretation. Ineson and Scaife (2009) provided evidence for a global teleconnection pathway from the Pacific region to Europe via the stratosphere. They showed that, in presence of SSWs, the stratosphere plays an active role in the manifestation of the European regional climate pattern.

A better knowledge of the impact of stratospheric variability on regional surface climate is therefore highly relevant with respect to detection and attribution studies as well as improvements of seasonal prediction schemes.

2. Model Simulations
To study stratosphere-troposphere exchange processes global chemistry-climate models (CCMs) have proven to be indispensable tools as they incorporate all relevant dynamical, radiative, and chemical processes in the atmosphere (Eyring et al., 2006).

Here we present results of two different kinds of simulations with the CCM SOCOL (Schraner et al., 2008): (a) ensemble simulations (9 members) in transient mode across the 20th century (Fischer et al., 2008a); (b) time-slice simulations (20 ensemble members) of an anomalously strong El Niño (1940-42) and a weak La Niña (1975-76) (Fischer et al., 2008b). SOCOL is a combination of the middle atmosphere version of ECHAM4 (MPI, Hamburg) and the chemistry-transport model MEZON (PMOD/WRC, Davos). The simulations
were forced by sea surface temperature, sea ice distribution, volcanic aerosols, solar variability, greenhouse gases, ozone depleting substances, land surface changes, and the quasi-biennial oscillation. The model output was extensively validated against a number of observational and (prior to 1957) reconstructed datasets.

In the presentation we will further compare the ENSO response looking particularly at the spatial manifestation and contrasting it to observations. Additionally, we will present the impact of variability drivers on circulation indices in the troposphere and the stratosphere for both models and observations/reconstructions.

### Figure 2
![Regression coefficients (in m/s) of zonally averaged zonal wind in the winter northern hemisphere (JFM) upon stratospheric aerosols (upper panel) and ENSO (lower panel). Units of coefficients are with respect to one standard deviation of the explanatory variable. (Shaded areas mark statistical significance.)](image)

### Figure 3
![Surface pressure anomalies (in hPa) stratified according to the zonal wind response of the polar vortex averaged over 61N to 79N and 6 to 15 hPa. The upper (lower) panel shows averages of El Niño ensemble members with a wind response greater (smaller) than the mean. The ensemble mean of La Niña simulations is subtracted from both panels. (White areas mark statistical significance.)](image)

### 3. Drivers of Variability

Figure 2 shows the winter northern hemispheric ensemble mean response in zonally averaged zonal wind upon variations of stratospheric aerosols and ENSO. Enhanced levels of stratospheric aerosols as observed after major volcanic eruptions lead to a significant strengthening of the polar vortex as a result of a stronger equator-to-pole temperature gradient and a reduction of the vertical planetary wave flux. On the contrary, zonal wind at polar latitudes during warm ENSO phases is characterized by reduced wind speeds with a signal penetrating well into the troposphere at mid-latitudes. In time-slice simulations the tropospheric ENSO signal was further analyzed and stratified according to the strength of the northern polar vortex in the stratosphere (above or below the ensemble mean). Preliminary results show that in the model this tropospheric signal is irrespective of the stratospheric response and surface pressure anomalies of El Niño minus La Niña do not show significant differences over large parts of the northern hemisphere between the two cases (see figure 3). Similar to figure 1 both composites reveal changes in surface pressure resembling a negative Arctic Oscillation mode.
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1. Introduction
One of the remaining challenges in climate predictions as well as in weather forecasts is the correct modelling of heavy precipitation. The reason is the high temporal and spatial variability of cloud formation and precipitation. Models with a resolution of several kilometres (50 to 10 km in regional climate models) are not able to resolve small scale features like convective clouds explicitly. To account for these features they use convective parameterisations which are normally only based on few observations. It is unclear that these parameterisations are still valid under climate change conditions and for all current convection types due to the limits of observations.

One solution is to increase the horizontal resolution to few kilometres where the model is able to resolve convective clouds explicitly. The increased computer power in the last decade allows an increase of resolution from 50 to 10 kilometres. A further increase of resolution, which might be possible in the near future, has consequences for some simplifications in state of the art climate models. These approximations (e.g. the hydrostatic balance and the neglect of advection of precipitation) are not realistic at these scales.

With the regional climate model REMO – a hydrostatic model which was extended with an evolutionary approach (Janjic et al., 2001) to a non-hydrostatic model – the limits of the Tiedtke scheme for convective systems in cold-air-outbreaks and the ability of the non-hydrostatic model to simulate such extreme events are investigated.

2. REMO
The regional climate model REMO (Jacob, 2001; Jacob et al., 2001; Jacob and Podzun, 1997) is a three-dimensional, hydrostatic atmospheric circulation model which solves the discretised primitive equations of atmospheric motion. Like most other RCMs, REMO has been developed starting from an existing numerical weather prediction (NWP) model: the Europa-Modell (EM) of the German Weather Service DWD (Majewski, 1991). Additionally, the physical parameterisation package of the general circulation model ECHAM4 (Roeckner et al., 1996) has been implemented, optionally replacing the original EM physics. In numerous studies, the latter combination (i.e., the EM dynamical core plus the ECHAM4 physical parameterisation scheme) proved its ability to realistically reproduce regional climatic features and is therefore used as the standard setup in recent applications, including the present study.

This hydrostatic model was extended in this study to a non-hydrostatic model using the evolutionary approach proposed by Janjic et al. (2001). Additionally, a diagnostic advection scheme for precipitation is implemented which can be used online and offline (Göttel, 2009).

3. Results

Figure 1. AVHRR channel 5 retrieval from 17 February 1997

Figure 2. HOAPS estimated precipitation fluxes [mm/h] valid for 9:00 UTC 17 February 1997

The AVHRR (Figure 1. ) show clouds in the postfrontal area due to a cold air outbreak over the open ocean. The cold air outbreak induces convection with intense precipitation. The precipitation estimates of HOAPS (Figure 2. ) reaches in the postfrontal area precipitation similar values like in the cold front of the low “Caroline”. This precipitation which is validated by ship observations doesn’t appear in the ECMWF model as well as in the regional model REMO (Figure 3. ). The missing precipitation in the models is caused by deficits in the cloud convection scheme. A re-calculation of this event with the non-hydrostatic version of REMO shows, that this model is able to reproduce postfrontal precipitation (Figure 4. ).
Figure 3. REMO: precipitation [mm/h] valid for 9:00 UTC 17. February 1997

Figure 4. REMO (non-hydrostatic): precipitation [mm/h] valid for 9:00 UTC 17. February 1997
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1. Introduction

Regional features of climate can potentially affect much larger scales. Exploring such upscaling requires a model that can resolve regional behavior for a targeted location while covering the globe. One approach is through grid stretching applied to a global climate model. We describe here a fully operational atmospheric GCM that can employ static or dynamic grid stretching.

Our focus is on continuous grid deformation methods that offer local enhancements of resolution where it is most desired. To date, we have developed a generalized-coordinate model that enables continuous dynamic grid adaptation in the non-oscillatory, forward-in-time dynamics model EULAG developed by Smolarkiewicz and colleagues (see Prusa et al. 2008 for a review), while concurrently producing a global, adaptive-grid atmospheric climate model.

We present here a brief description of the model, results of simulations using standard tests, and an application that yields understanding dynamic processes affecting tropical convection and circulation.

2. CAM-EULAG

EULAG is an established parallel computational model for simulating thermo-fluid flows over a wide range of scales and physical scenarios (Prusa et al. 2007). It is noteworthy for its non–oscillatory forward-in-time (NFT) integration algorithms (Smolarkiewicz 2006), robust elliptic solver (Smolarkiewicz et al. 2004), and generalized coordinate formulation enabling grid adaptivity (Prusa and Smolarkiewicz 2003; Smolarkiewicz and Prusa 2005). The underlying analytic formulation of EULAG used in this study assumes the non-hydrostatic, deep moist-anelastic equations of motion of Lipps and Hemler (1982). We have tested the code as a potential dynamics core in a global model, using tests described by Jablonowski and Williamson (2006); 2008b). We have tested the model as a dynamics core in CAM-EULAG. We have performed aqua-planet simulations to test the performance of CAM-EULAG with full physics turned on and to exercise its grid stretching. Several-month simulation with uniform grid shows spectral energetics that decay with increasing wave number without showing excessive energy near the truncation limit, even though the dynamics core uses no explicit diffusion. The model’s NFT numerics are capable of controlling the spectral flow of energy near the truncation limit (Fig. 2).

In further simulation we have used grid stretching to resolve selectively smaller and smaller scales in the tropics in aqua-planet simulation (Abiodun et al. 2008b). The degree to which equatorial Rossby waves are resolved affects the character of tropical convection. At low resolution, the model’s Hadley cell produces a single maximum in its latitudinal distribution of tropical precipitation. As equatorial Rossby waves become better resolved using higher tropical resolution, they change the pattern of tropical moisture convergence and produce a double maximum (Fig. 3). In contrast, increasing extratropical resolution increases the magnitude of tropical precipitation, through stronger dynamic forcing of the Hadley cell, but the precipitation retains a single maximum (not shown).

5. Conclusion

We have produced a dynamics core using advanced numerics that can increase resolution either statically or dynamically through grid stretching at select locations. The code performs well in tests often used for dynamics cores. Further applications planned include tracking select features with higher resolution, such as the evolution of tropical storms and mesoscale convective systems. We will give a demonstration of the model’s dynamic stretching at the workshop.

Figure 1. Surface pressure field at 9 days in the baroclinic wave test simulation (2.82° x 2.82°). Contour interval is 10 mb.
Figure 2. Energy spectra of CAM-EULAG in aqua-planet simulation compared with spectra from CAM simulations using either Eulerian spectral or finite volume dynamics cores.

Figure 3. Time and zonal average precipitation vs. latitude for a uniform low-resolution case [LU - 4°(lat)], a case with high resolution for (20S-20N) [H20 – 2°(lat)] and a case with very high resolution for (20S-20N) [V20 – 1°(lat)]. Resolution outside the tropics is 4°(lat) in all cases.
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Study of the capability of the RegCM3 in simulation of precipitation and temperature over the Khorasan Razavi province, case study: Winters of 1991-2000
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Ability and skill of the nesting version of the RegCM3 Regional Climate Model in simulation of monthly and seasonal amount of precipitation and temperature by using four different cumulus parameterization of Grell-AS, Grell-FC, Emanuel and Kuo have been studied over khorasan area including three provinces of North Khorasan, Khorasan Razavi and South Khorasan. In this regards, 40 control runs by using NNRP1 reanalysis data have been done for winter seasons of 1991-2000 over the area under study. Errors of the modeled data computed by comparing with CMAP precipitation data, NCEP temperature data and observed data of 15 synoptic weathers stations that located inside the study area. Bias and mean absolute errors were calculated monthly and seasonally. Results show that among four parameterizations methods used in this research, monthly and seasonal bias of the Grell-FC and Grell-AS with amount of +2.1 and -1mm is lower than other parameterizations scheme. Smallest bias of monthly and seasonal temperature have been found in Emanuel parameterization by amount of -0.8°C and +0.7°C, respectively. Results of this research can be used in development of regional climate models for issuing seasonal forecast over Northeast of Iran.

Keywords: RegCM3, regional climate modeling, cloud parameterizations, calibration, khorasan, winter.
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1. Introduction
An increase in atmospheric aerosol particles serving as cloud condensation nuclei (CCN) can increase the concentration and reduce the size of cloud droplets. Although the relationship between aerosol concentrations and cloud drop size is relatively well established through observations and modeling, the effects of aerosols on precipitation are less well understood because aerosols can influence both the microphysical and dynamical structure of clouds. Despite the importance of evaluating how air pollution may potentially influence the global and regional hydrologic cycle, to date, simulating the effects of aerosols on precipitation remains a challenge, as simulation results and observations often diverge in their quantification of aerosol effects on precipitation. This study compares two microphysical schemes and their quantification of aerosol effects on precipitation in different cloud systems including the squall line and orographic clouds.

2. Results
A new spectral bin microphysical scheme (SBM) was implemented into the Weather Research and Forecasting (WRF) (Skamarock et al. 2005) model (referred to as Fast-SBM), which uses a smaller number of size distribution functions than the previous (standard) version of SBM (referred to as Exact-SBM). The Exact-SBM scheme has been described by Khain et al (2004) and Lynn et al (2007). The scheme is based on solving the kinetic equation system for size distributions of seven types of hydrometeors: water drops, three types of crystals (columnar-, plate- and branch-type), aggregates (snow), graupel and hail. Each hydrometeor type is described by a size distribution function defined on the grid of mass (size) containing 33 mass bins.

The WRF model was applied to a 2D domain to simulate the structure of a squall line. It was shown that both the Fast SBM and Exact SBM reproduced the typical structure of an idealized squall line quite realistically. The schemes simulated similar dynamical and microphysical structures, and there was excellent agreement in the simulated precipitation amounts between the schemes under a very wide range of aerosol conditions in which initial condensation nuclei concentration varied from 100 cm\(^{-3}\) to 3000 cm\(^{-3}\). Moreover, the Fast-SBM uses about 40% of the computing power of the exact-SBM, allowing it to be used for “real-time” simulations over limited domains.

The results of SBM simulations have been compared with a modified version of the Thompson bulk parameterization scheme within the same dynamical framework (2D WRF). The bulk scheme has been extended to simulate the process of drop nucleation, so that drop concentration is no longer prescribed a priori, but rather calculated depending on the prescribed aerosol concentration. This scheme is referred to as DROP scheme. A large set of sensitivity studies have been performed, in which the sensitivity of results (microphysical parameters and precipitation) to aerosol concentration, droplet nucleation above cloud base, etc. has been compared with the results from the SBM.

Comparison of the results from the DROP scheme and SBM scheme shows that the SBM scheme produces more realistic dynamical and microphysical structure of the squall line. The addition of the DROP scheme did relatively little to change the underlying results of the bulk scheme, and unlike the SBM simulations, that show different precipitation sensitivities to aerosol concentrations in relatively clean and polluted environments, the drop scheme simulates large monotonic decrease in precipitation with increasing aerosol concentrations.

Both the SBM and DROP schemes are being applied to simulate orographic clouds to further elucidate the effects of aerosols on orographic precipitation. Both 2D and 3D simulations are being performed and compared with observations collected during the SUPRECIP field experiment (Rosenfeld et al. 2008) in northern California.
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1. Introduction

A problem often reported in numerical regional climate studies is a systematic summer drying that results in too dry and too warm simulations of summertime climate in southeastern Europe (Hagemann et al. 2004). This summer drying is associated with a strong reduction of the hydrological cycle, dry soils, strong evaporation stress and reduced precipitation. Precipitation and evaporation are coupled processes, but these models often overemphasize the positive feedback. Presumably, land surface processes play an important role in this feedback, and their representation may be subject to improvement. Lenderink et al. (2003) pragmatically reduced a summer continental dry bias in the KNMI regional climate model RACMO2 by enhancing the soil reservoir depth in the land surface scheme (LSS). Yet, it is unclear how realistic this solution is, and whether it is still valid when extrapolating to changing climate conditions.

Here we evaluate the LSS HTESSEL and modifications therein with satellite inferred evaporation estimates during a single growing season. Focus is on the Transdanubian region in Hungary, a region that was found particularly sensitive to summer drying in previous integrations with RACMO2. The modifications that are examined relate to soil water issues, i.e. water storage capacity, water stress in vegetation covered soils, and water supply from groundwater. In the evaluation, we focus on the model ability to reproduce the range of evaporative responses seen in the observations. Details can be found in Wipfler et al. (in prep).

2. HTESSEL reference version

In the LSS TESSEL (Tiled ECMWF Scheme for Surface Exchange over Land; van den Hurk et al., 2000) and its successor Hydrology-TESSEL, introduced in ECMWF IFS cy33r1 (Balsamo et al. 2009), the tiled land surface in each atmospheric model grid cell is partitioned between bare soil, low and high vegetation, intercepted water, shaded and exposed snow deck. For each tile a separate surface energy balance is calculated. Total fluxes are calculated as area weighted averages over the tiles. The soil heat flux G serves as upper boundary condition to a 4-layer vertical column with fixed depth (2.89m) using a standard diffusion scheme. Sensible (H) and latent heat (LE) fluxes from each tile are calculated applying a commonly used resistance analogy. Of relevance to this study is the sensitivity of evaporation to soil moisture content which strongly affects the seasonal evolution of evaporation in water-constrained conditions.

This is controlled by the so called water stress function $f_2$ in terms of the more commonly used soil water pressure head:

$$f_2 = \frac{\theta - \theta_{wil}}{\theta_{sat} - \theta_{wil}}$$

with $\theta$ denoting the actual root density weighted column average soil water content, while $\theta_{wil}$ and $\theta_{sat}$ are soil moisture content at permanent wilting point and field capacity (in units m$^3$/m$^3$).

The hydrology of a snow free land grid cell is depicted in Figure 1. Precipitation accumulates in the interception reservoir until it is saturated. Excess precipitation is partitioned between surface runoff and infiltration into the soil column. Soil water flow is described by the diffusivity form of the Richard’ equation using the same 4-layer mesh as for soil temperature. The hydraulic conductivity and diffusivity are described with the analytical functions proposed by van Genuchten. Free drainage is assumed at the bottom of the soil column. Excess water leaves the domain as surface or subsurface runoff. Capillary rise of groundwater is not considered, nor is horizontal exchange of soil water.

3. Modifications to HTESSEL

A parameter analysis with a detailed soil-water-atmosphere model showed that the evaporative responses of HTESSEL to a controlled forcing are particular sensitive to i) the characteristics of the water stress function, ii) soil column depth, and iii) the treatment of the lower boundary condition. In addition it was indicated that a finer mesh of the soil column yields improved convergence. Based on these findings we have investigated the following modifications:

i) formulation of the water stress function $f_2$ in terms of the more commonly used soil water pressure head:

$$f_2 = \frac{\psi - \psi_{wp}}{\psi_{wil} - \psi_{wp}}$$

with $\psi_{wp}$ and $\psi_{wil}$ set to -15 and -0.1 bar.

ii) introduction of additional spatially variable soil depths classes with shallower depths to account for rocky material in the soil. In the region of interest about 30% of the area is found to have a soil depth of 1 meter or less.

iii) inclusion of extra water storage to represent the presence of a shallow ground water table. This acts as an additional supply of moisture. In the region of interest about 40% of the area is potentially affected by a shallow water table.

In addition, the number of soil layers was doubled to 8.
4. Evaporation estimates from SEBAL
Maps of evaporation have been derived by application of the energy-partitioning algorithm SEBAL (Surface Energy Balance Algorithms for Land, Bastiaanssen et al. 1998) on the basis of MODIS images. Information at pixel scale (1km) is aggregated to 0.25° to match the typical RCM resolution. The temporal resolution is about one week, primarily determined by the occurrence of cloud free scenes. Figure 2 shows the SEBAL inferred evaporative fraction averaged over the growing season of 2005. The accuracy of the evaporation estimates is 3-5% on a seasonal basis.

5. Experimental setup
HTESSEL standalone versions are set up across the domain of interest and forced with 3-hourly fluxes of precipitation, incoming radiation and near surface meteorological fields from a RACMO2@25km hindcast run driven by ECMWF operational analyses. Weekly total amounts of precipitation and incoming short wave radiation are scaled with the observed amounts used to constrain the SEBAL algorithm, for consistency. Incoming radiation has been calibrated with in-situ measurements, while precipitation amounts have been inferred from TRMM estimates.

6. Results and Conclusions
The difference in seasonal evaporative fraction between HTESSEL and SEBAL is shown in Fig.3. The areas with underprediction are found to match reasonably well with areas where P-E accumulated over the season is negative. It is yet unknown whether this points to a model inadequacy or to a problem with irrigation as a missing source term. Figure 4 shows a scatter plot of ranked evaporative fraction obtained from integrations with HTESSEL (reference and modified versions) against ranked SEBAL evaporative fraction. The reference version follows the SEBAL range of variability reasonably well, but with a tendency of underestimating the low amounts. Modifying the water stress clearly results in increased seasonal evaporative fractions, especially in the higher end of the distribution. Shallower soil depths produce lower values of evaporative fraction, in particular in the central part of the distribution. Inclusion of capillary rise from a shallow ground water table shows little impact. The combination of all three modifications yields a marginally improved result in the lower part of the distribution (fraction smaller than 0.60), but in the higher end the combined result is strongly dominated by the modification in water stress.

7. Outlook
HITESSEL has been implemented in RACMO2. Integrations of the present-day European climate are ongoing The evaluation assessment will focus on the seasonal cycle and interannual variability of land surface feedbacks

Acknowledgements: This work was carried out within the programme Climate changes Spatial Planning.
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Simulation of the precipitation and temperature over the Khorasan province using RegCM3, case study: Autumn 1991-2000
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A ten years Climate of khorasan during 19991-2000 has been modeled regarding to the role of autumn precipitation in providing water resource and role of precipitation and temperature for water requirement over khorasan and for calibration of the RegCM3 as a Research and Seasonal Predictions tool. In this research RegCM3 with 15 km horizontal resolution and four different conversion parameterizations of Grell-FC, Grell-AS, Kuo and Emanuel has been used. Modeled precipitations have been compared by both observed and CMAP data and modeled temperatures have been compared by observed and NCEP reanalysis data. Minimum monthly and seasonal bias are found in Kue parameterization scheme by -0.9 and -7.1 mm, respectively and minimum mean absolute errors are found in Grell-FC scheme by 19.3 and 21.3 mm. Comparing the modeled temperature shows that the minimum monthly and seasonal biases are found in Grell-FC scheme by -1.1 mm. Results of this paper can be used in operational seasonal predictions and research purposes as well.
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Diffusion impact on atmospheric moisture transport
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1. Numerical diffusion on height levels
To ensure numerical stability, many global and regional climate models employ numerical diffusion to dampen short wavelength modes. Terrain following sigma diffusion is known to cause unphysical effects near the surface in orographically structured regions. They can be reduced by applying z-diffusion on geopotential height levels (Zängl (2005), Figure 1). We investigate the effect of the diffusion scheme on atmospheric moisture transport and precipitation formation at different resolutions in the European region. For our study, we perform a sequence of simulations of the regional climate model REMO over Europe, and compare the standard sigma diffusion simulation with z-diffusion results. For these simulations, REMO was forced at the lateral boundaries with ERA40 reanalysis data for a five year period. For our higher resolution simulations we employ a double nesting technique.

Figure 1: Diffusion on z-levels reduces unphysical mixing on vertical orographic gradients.

2. Study regions
With respect to a better understanding of diffusion in current and future grid-space global models, current day regional models may serve as the appropriate tool for studies of the impact of diffusion schemes: Results can easily be constrained to a small test region and checked against reliable observations, which often are unavailable on a global scale. Special attention is drawn to the Alps - a region of strong topographic gradients and good observational coverage. Our study is further motivated by the appearance of the "summer drying problem" in South Eastern Europe. This too warm and too dry simulation of climate is common to many regional climate models and also to some global climate models, and remains a permanent unsolved problem in the community (Hagemann et al. (2004), Figure 2). We perform a systematic comparison of the two diffusion-schemes with respect to the hydrological cycle. In particular, we investigate how local meteorological quantities - such as the atmospheric moisture in the region east of the Alps - depend on the spatial model resolution. Higher model resolution leads to a more accurate representation of the topography.

Figure 2: The “summer drying problem”: Temperature bias (°C) of ERA40 driven REMO simulation with gridded dataset provided from EU-ENSEMBLES project (Haylock et al. (2007)): Mean over summer season for years 1960-1979.
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Climate simulations over North America with the Canadian Regional Climate Model (CRCM): From operational Version 4 to developmental Version 5.
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1. Farewell to old model, what about the new one

Developed in the early nineties at UQAM, the Canadian Regional Climate Model (CRCM) has been based on the coupling of the semi-Lagrangian and semi-implicit dynamical core of MC2 (Mesoscale Compressible Community Model, Laprise et al. 1997) with an ensemble of parameterizations describing physical processes. The original physical processes formulation followed the second-generation Canadian GCM, AGCM2 and was later updated to the AGCM3 (Scinocca et al. 2008) package by the Ouranos Climate Simulations Team. Other modifications, such as a new convection scheme and large-scale nudging, were also included. All versions, from number 1 to the last up to-date 4.3 have been (and still are) used during the last 15 years to perform regional climate change projections over Canada and North America (e.g. Plummer et al. 2006), including the Canadian participation in the TAR and AR4 IPCC Reports, and for such projects as ENSIMES and NARCCAP.

The next generation of RCMs will need to operate at high resolution at a reasonable speed, which the current dynamical core cannot do. Therefore, the Canadian Network for Regional Climate Modelling and Diagnostics (CRCMD) has chosen the Global Environmental Multiscale (GEM) to be the dynamical core of the next-generation model, CRCM5. GEM has been developed for Numerical Weather Prediction (NWP) in Canada and has the most welcomed advantage of being able to operate at high resolution in a highly parallelized computational environment. GEM will eventually be coupled to AGCM4 physics, but for now it uses the NWP physics.

In what follows we will present some preliminary results comparing, for both CRCM4 and CRCM5, climate simulations over North America for recent past, 1960-2000, driven by ERA40 and AMIP2.

2. Operational model CRCM4.2.3

The operational CRCM_v4.2.3 is a one-way nested limited-area climate model based on a semi-implicit semi-Lagrangian algorithm. The model equations are solved on an Arakawa-C grid on polar stereographic projection and Gal-Chen scaled-height vertical coordinates. The nesting follows Davies over the sponge zone (9-grid points) and large-scale nudging (Biner et al. 2000) is applied over the entire domain for horizontal wind. The physical parameterization is mainly based on the AGCM3, including CLASS V2.7 surface scheme, but the moist convection follows Bechtold-Kain-Fritsch. Documented features of this version over North America include good mean precipitation but underestimation of strong events, noisy signal over Rockies topography and lack of precipitation over the Mississippi basin in winter. Too cold minimum screen temperature in winter, especially in the northern part of the domain has been noticed, although lack of reliable long-term observations in this region does not guarantee a fair evaluation. Cloud-free radiation is fairly good, but all-sky radiation suffers from a large negative bias in cloud cover and an underestimation of downward longwave radiation throughout the year. See figures 2 and 3 (top panels) for a comparison against CRU observations for winter precipitation and minimum screen temperature.

3. Developmental model CRCM5.0.1

The dynamical kernel of CRCM5 is the LAM version, rotated uniform latitude-longitude grid, of the GEM model, which can also be run global uniform and stretched. GEM can be run parallel in MPI and OpenMP. The nonhydrostatic formulation uses hydrostatic pressure as the basis for its vertical coordinate and a semi-implicit semi-Lagrangian time discretization scheme. The free domain is surrounded by a blending zone for nesting plus a halo region.

The physical parameterizations are described in detail in Zadra et al. (2008). In particular, Kain-Fritsch convection, ISBA land-surface scheme and correlated-k radiation are used. At the time of writing this abstract only a few simulations have been done in climate mode, so main features are still to be documented. However, it has been shown that contribution of trace gases included in the radiation package gives a certain advantage to CRCM5 with respect to CRCM4.

4. 1961-2000 simulations against observations.

Simulations over North America by CRCM4 at 45 km true at 60 deg North and CRCM5 at 0.5 deg over North
America, both driven ERA40 and AMIP2 are compared with observations. CRU2 data are used for precipitation and minimum and maximum (not shown) screen temperature. Preliminary results show that CRCM5 produces an acceptable climate over North America, with, as usual, some improvements and some deteriorations compared to CRCM4, depending on the variable, the region and the season. For instance, precipitation is less noisy over the Rockies, compared with CRCM4 (see Fig. 2). The typical problematic under-representation by most regional models (as preliminary results from NARCCAP suggest) of Mississippi delta winter precipitation does not seem to appear in CRCM5. Summer maximum screen temperature has a slightly reduced warm bias compared to CRCM4, albeit over a different region, while minimum screen temperature warm biases have increased (see Fig. 3). For winter, a warm minimum screen temperature bias (4-5º) located specifically over boreal forest in Canada is particularly notable and may be related to snow formulation in ISBA or to geophysical characteristics (to be confirmed).

5. Conclusion
A new version of the CRCM (CRCM5) is under development. For now, only the NWP physics coupling with the dynamics is done, while the CGCM4 climate physics coupling is still under way. For now, 40-yea) recent past (1961-2000) climate simulations for both operational (CRCM4) and developmental (CRCM5) versions are compared with observations. First results with CRCM5 are promising, particularly for precipitation and radiation, however not without some remaining challenges. Boreal forest in winter seems particularly problematic.
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1. Introduction

A top layer of organic material is a dominant feature of northern forest and tundra soils, and plays a prominent role in ground temperature and moisture regimes because of its distinct thermal and hydraulic properties. Previous modelling studies have focussed on the impact of organic soil on the ground temperature and moisture, and surface energy fluxes (Lawrence and Slater, 2008). However, it is important to indicate that changes in ground heat flux necessarily affect turbulent heat fluxes which have consequences for the regional Arctic climate. In this study, we investigate these potentially critical feedbacks on Arctic climate, and its impact on Arctic climate change estimates.

2. Simulations

The regional climate model HIRHAM is applied on a pan-Arctic domain. It has been improved by coupling it to the sophisticated land-surface model LSM from NCAR (Bonan, 1996; Saha et al., 2006). Further, moss, lichen and peat have been included as additional texture types. Their thermal and hydraulic parameters have been specified according to Beringer et al. (2001). The top organic layer has been prescribed according to land surface type. For the main types it is as follows: non-wood tundra, 0–10 cm peat; forest tundra, 0–10 cm moss and 10–30 cm peat; forests, 0–10 cm moss/lichen. In deeper layers, the original mineral ground texture has been kept.

The following HIRHAM simulations have been performed:
(i) For present-day climate, the model has been run over 21 years (1979–1999), driven by ERA40 analyses. The first 11 years are devoted to spin-up the deep ground conditions in order to obtain a balanced ground-atmosphere system. The remaining 10 years (1990–1999) have been analyzed.
(ii) For future climate change, the model has been run over 1980-1999 and 2080-2099, driven by ECHAMS5-MPI-OM 20C control and A1B emission scenario data. The difference between both periods quantifies the simulated change by the end of the 21st century.

To investigate the implications of a top organic layer the differences between the runs without any organic layer and the runs including such a layer have been analyzed for both present-day and future climate.

3. Results

The inclusion of a top organic layer modifies not only the ground thermal and hydrological regimes, but also dynamically feeds back into the atmosphere (Rinke et al., 2008). The low thermal conductivity and high heat capacity of the top organic layer cause an effective insulation of the underlying ground, contributing there to slightly warmer ground temperatures in winter and much cooler conditions in summer. The strongest response is simulated for summer. It reduces the ground temperatures by 0.5°C to 8°C. It is shown that the ground temperature changes vary strongly from region to region due to the specific climatological and hydrological conditions. The addition of the top organic layer has also effects on the energy exchange from and to the surface. The most important calculated response is the increased latent heat flux in summer due to a strong increase in ground evaporation which causes a significant 2m air temperature decrease. Furthermore, the dynamical response due to the turbulent heat flux changes affects the large-scale atmospheric circulation. The regional mean sea level pressure (SLP) changes over land are directly thermally driven: An increase of SLP over those land regions characterized by an air temperature cooling is calculated. Furthermore, a remote SLP response over the Arctic Ocean appears. In winter, the SLP is reduced over the Barents- and Kara Seas which is an improvement compared to observations. Based on the GCM-driven simulations, the uncertainty of the future climate change signal in 2m air temperature and atmospheric circulation concerning the set-up of the land surface model LSM is presently being quantified.
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1. Introduction
When modelling the atmosphere it is of crucial importance to correctly describe the boundary conditions. The atmospheric-ocean boundary is an important source of turbulence and there is a significant exchange of momentum, heat and moisture. The marine atmospheric boundary layer (MABL) has a considerable impact on global climate atmospheric models since 70 % of the global surface is covered with water. The turbulence in the atmosphere as well as the surface fluxes is different over the ocean since the roughness of the surface (the waves) changes as a response to the atmospheric forcing. Surface waves can be divided into growing sea (young sea) and decaying sea (swell) with very different impact on the atmosphere.

2. Model
The atmosphere model RCA3 (Rossby Centre atmospheric regional climate model) is developed at SMHI (Swedish Meteorological and Hydrological institute) and its domain covers Europe. It is a hydrostatic model, with terrain-following coordinates and the calculations are semi-Lagrangian, semi-implicit and with 30-min time step. The horizontal resolution is c. 44 km and resolved in the vertical by 24 levels between 90 m above the surface and 10 hPa. The model is forced at the lateral boundaries by ERA40 data and from below by sea surface temperature (and ice) and phase speed of the dominant waves from the same data set. For more details, see e.g. Jones et al. (2004).

The atmosphere is coupled to the WAM wave model. The WAM model is a state-of-the-art third generation wave model (Komen et al, 1994). RCA and WAM are coupled with a two-way coupling each time-step (see Figure 1).

Figure 1. Sketch of the RCA-WAM coupled system.

In addition wave-data from the ERA40 re-analysis are used as wave-input to the RCA model for one part of the investigation.

3. Theory
The situation with decaying sea (swell) has in several experimental investigations been shown to give significantly lower friction at the surface as well as altered wind profiles and atmospheric turbulence (Smedman et al, 1999; Rutgersson et al, 2001). The lower friction at the surface can be expressed by a reduced drag coefficient (Figure 2).

Figure 2. Drag coefficient for growing sea (dashed and dashed-dotted lines show different expressions) and swell (solid lines). Figure from Carlsson et al (2009).

The altered wind profiles with a low level wind maximum can also be reproduced by an analytical model Figure 3 (Semedo et al, 2009).

Figure 3. Measured and modeled wind profile for three different cases (left). Measured wave spectra for the corresponding situations (right).
4. Results

The method how to do the coupling can be done using different methods and this has some impact on the response of the atmosphere. In general are the higher wind speeds slightly reduced when the feedback of the waves are also included. When correctly including the impact of swell waves the momentum transport is significantly reduced, this includes reduced turbulence in the atmosphere and has a significant impact on heat fluxes as well as other secondary parameters. Figure 4 shows the change precipitation patterns modelled by the RCA model as mean difference for one year when including swell compared to when not including swell.

Figure 4. Annual mean precipitation difference when including swell and not including swell in the RCA model. Figure from Carlsson et al (2009).

5. Conclusions

It is of importance to correctly represent the impact of the surface roughness. Having correct description alters the surface roughness, but may also change the pressure patterns over the sea.
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1. Introduction
A number of studies address that the uncertainty due to model parameterizations is one of the major sources of errors in dynamical downscaling. The concept of ensemble climate prediction has been raised to alleviate prediction errors arising from model physical parameterizations (Krishnamurti et al., 1991). The sensitivity of a regional climate model (RCM) in modeling summer precipitation over East Asia to cumulative parameterization schemes (CUPAs) is significant because the skill of CUPAs has great effect on the performance of the RCM on the simulation of the summer precipitation. It has recently been demonstrated that spectral nudging can effectively incorporate large-scale regulations inside the RCM domain and thus improve model performance (von Storch et al. 2000; Feser et al., 2006; Castro et al., 2005). Therefore, this study is to investigate (1) how does the downscaling method of spectral nudging perform over the region of East Asia, especially in the simulations of summer precipitation over East Asia and (2) how sensitive is the RCM solution to the choice of physical parameterization scheme before and after incorporating spectral nudging method.

2. Model, Experiments and Data
The case examined here is the rainy season (JJA) in East Asia in the years 1998. Two groups of numerical experiments are conducted: the control runs (CTLs) which refer to traditional MM5 simulations without any form of nudging, and the spectral nudging runs (SNs), which are the runs with spectral nudging method adopted in MM5. Each group includes three experiments with different CUPA schemes: the KF2 scheme, the GR scheme, and the BM scheme. It is designed to study the sensitivity of the model to CUPAs. The RCM simulations are evaluated against the NCEP/NCAR Reanalysis data and NCEP/CPC precipitation analysis data.

In each group of experiments with different CUPAs, we calculate the PC between each two members of the three and then obtain the group average, which indicates the similarity among three simulation fields with different CUPAs. We speculate that the spectral nudging can diminish model’s sensitivity to physical parameterization schemes, and therefore we expect in all cases the average values of PCs of SNs are generally larger than those of CTLs.

3. Results
Compared to the experiments without interior nudging, experiments using interior nudging can reproduce more realistic large-scale circulations in the upper levels of the atmosphere as well as near the surface. So we further investigate the model performance of simulating precipitations.

Monthly precipitation fields
Figure 1 shows the observed and simulated monthly mean precipitation fields of August of 1998. There are two features: (1) the simulation ability are largely improved by using interior nudging because the results of SN runs are in more consistence with the observation; (2) the large discrepancy among CTL runs under different CUPAs are largely reduced in the SN runs, which is confirmed by the skill scores in Table 1. Similar results can be seen in the simulations of other months.

Individual precipitation fields
Figure 2 shows the time series of regional-averaged daily precipitation rates in JJA of 1998 in North China and the Yangtze River basin. Overall, most results of SNs markedly outperform those of CTLs: RMSEs of CTLs are generally reduced by averaging 20–30% in SNs; temporal correlation coefficients of CTLs are significantly increased in SNs (skill scores not shown). Furthermore, the discrepancy between individual runs of SN group is far less than that of the CTL group.

4. Conclusions
The sensitivity of a regional climate model (RCM) in modeling summer precipitation over East Asia to cumulative parameterization schemes are tested using a regional climate model PSU–NCAR MM5. The effect of interior (spectral) nudging is also assessed. In conclusion, this study demonstrates that compared to the experiments without interior nudging, the results indicate three major improvements by using interior nudging: (1) the RCM can reproduce more realistic large-scale circulations in the upper levels of the atmosphere as well as near the surface; (2) the precipitation fields in both monthly mean and intra-seasonal (daily) variability are improved; and (3) the sensitivities of the RCM simulations to the choice of cumulative parameterization schemes are reduced. Therefore we argue that the discrepancies of model simulations using different cumulative parameterization schemes could be reduced by spectral nudging method, the multi-CUPA ensemble simulation can demonstrate an improved skill to some extent, especially in the simulation of summer precipitation over East Asia.
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Figure 1. Observed (a) and simulated (b,c,d) for CTL and (e,f,g) for SN runs) monthly mean precipitation of August 1998

Table 1. Pattern correlation coefficients between monthly precipitation fields produced by the experiments with different CUPAs and the overall average.

<table>
<thead>
<tr>
<th>experiment</th>
<th>Period</th>
<th>KF2 - GR</th>
<th>GR - BM</th>
<th>KF2 - BM</th>
<th>average</th>
</tr>
</thead>
<tbody>
<tr>
<td>CTLs-98</td>
<td>June</td>
<td>0.76</td>
<td>0.52</td>
<td>0.64</td>
<td>0.64</td>
</tr>
<tr>
<td></td>
<td>July</td>
<td>0.71</td>
<td>0.61</td>
<td>0.63</td>
<td>0.65</td>
</tr>
<tr>
<td></td>
<td>August</td>
<td>0.66</td>
<td>0.60</td>
<td>0.60</td>
<td>0.62</td>
</tr>
<tr>
<td>SNs-98</td>
<td>June</td>
<td>0.81</td>
<td>0.65</td>
<td>0.73</td>
<td>0.73</td>
</tr>
<tr>
<td></td>
<td>July</td>
<td>0.77</td>
<td>0.52</td>
<td>0.60</td>
<td>0.63</td>
</tr>
<tr>
<td></td>
<td>August</td>
<td>0.84</td>
<td>0.72</td>
<td>0.69</td>
<td>0.65</td>
</tr>
</tbody>
</table>

*Bold italic indicates the SNs outperform that of the CTLs.

Figure 2. Observed and simulated (panel(a, c) for CTL runs and (b, d) for SN runs) time series of regional averaged precipitation in 1998 JJA of North China(top two) and Yangtze-Huaihe River basin(bottom two) in Figure 1
Overview of recent developments of COSMO-CLM numerics and physical parameterizations for high resolution simulations
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1. Motivation
Several RCMs are based on NWP models. They use the NWP dynamical core and extend the model physics relevant on long time scales. This is also the case with COSMO-CLM.

One basic idea of the COSMO-CLM development is that a model improvement should reduce the inaccuracy of operational numerical weather prediction and of regional climate simulations with perfect boundary conditions.

From version 4 on the COSMO-CLM is a unified model for NWP and RCM designed for high resolution applications of up to 100m horizontal resolution. In NWP mode the model is developed and tested at the 2 to 7 km space and the synoptic time scale. The corresponding RCM mode is used and evaluated at space scales between 2 and 50 km and climatological time scales. Both "views" - the time development of single weather situations (case studies) investigated in NWP mode and - the statistics of climate investigated in RCM mode are regarded as complementary pictures and contribute to the further improvement of the model system.

The main issue of the presentation is to give an overview of the COSMO-CLM model system, to present the recent developments of numerics and of physical parameterizations and to discuss their relevance for regional climate simulations.

2. Developments of Model Physics and Numerics for High Resolution Simulations

The basic non-hydrostatatic model version LM_3 / CLM_3 of the COSMO-CLM uses the leapfrog-dynamical method as proposed by Klemp-Wilhelmson, moist physics for rain and snow, 1d radiation scheme of Ritter-Geleyn and a multi-layer deep soil model (see Steppeler et al. (2003) for details). This model dynamics has the advantage of efficiency and exhibits an acceptable local accuracy in NWP (LM) and regional climate mode (CLM) (see Hollweg et al. (2008)).

The model physics of the LM_3 was designed for resolutions between 10 and 50 km and had to be further developed for applications at much higher resolutions. The strong relation between the physical parameterizations of unresolved processes and the simulation of grid scale phenomena led to the development of a new dynamical core in order to achieve higher local accuracy.

A new dynamical core based on a non-dissipative 3rd order Runge-Kutta time integration method has been introduced together with 3rd and 5th order upwind advection schemes in order to reduce the phase error. Furthermore, different schemes for passive tracer fields (water constituents) have been introduced and the so called "shallow atmosphere approximation" was removed. Now all advection components and all Coriolis terms are implemented.

At meso-scale resolving simulations also more and more physical processes are explicitly resolved and/or become important. In COSMO-CLM the horizontal transport, evaporation of falling water constituents and a further type of precipitation (graupel) have been introduced, the cloud microphysics and the convection scheme have been modified and a shallow convection parameterization has been introduced.

The improved numerics (RK dynamics) and higher spatial resolutions modified the unresolved dynamics, which has to be parameterized. In COSMO-CLM an explicit parameterization of the effect of the unresolved orography on the dynamics has been introduced (Lott and Miller (1997)) and a prognostic turbulent kinetic energy equation is solved.

At higher resolutions and for climate applications the heterogeneity of the land surface becomes more important. A lake model has been introduced to calculate the surface temperature of the grid scale lakes and the albedo of snow covered evergreen forests has been introduced. The last improves the model behavior especially in late winter.

The developments have not been evaluated independently on climatological time scales and/or for different regions on the globe. Therefore, results will be presented illustrating the influence of each of the developments for idealized test cases (numerics), extreme weather conditions and/or on seasonal to inter-annual time scales.
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Evaluation of the Rossby Centre Regional Climate model (RCA) using satellite cloud and radiation products.

Ulrika Willén
Rossby Centre, SMHI, 601 76 Norrköping, Sweden. Email: Ulrika.Willen@smhi.se

1. Introduction
We have compared monthly mean cloud and radiation fields from the EUMETSAT Climate Monitoring SAF (CM-SAF, http://www.cmsaf.eu) database with the clouds and radiation simulated by the Rossby Centre regional climate model (RCA) and by the European Centre Medium range Weather Forecast model (ECMWF) over Europe and North Africa for the time period January 2005 to December 2008.

2. Data
The CM-SAF data is derived from both geostationary satellites and polar orbiting satellites with different instruments on board. This gives rise to differences in the derived variables such as cloud fraction depending on e.g. the viewing geometry (Johnston and Karlsson 2007). The cloud fractions in their turn are used in derivation of the surface radiation fluxes. We have used both types of satellite data in this study.

Figure 1. CM-SAF cloud fraction (%) for June 2006.

Figure 2. RCA cloud fraction (%) for June 2006.

The Rossby Centre Atmospheric regional climate model is a hydrostatic gridpoint model with semi-Lagrangian dynamics originally based up on the numerical weather prediction model HIRLAM (Undén et. al. 2002). Most physical parameterisations have been replaced and the model has been developed to perform optimally in the 10-50km horizontal resolution range with 24 or 40 vertical levels (Jones et. al. 2004 and Kjellström et. al. 2005). We will present results for two versions of the model RCA3 and RCA3.5 for different horizontal and vertical resolutions.

3. Results - Europe
RCA and ECMWF overestimate the cloud fraction by 20% over snow covered regions in the north east of Europe and overestimate the surface downwelling longwave radiation (SDL) by 20-40W/m² and surface outgoing longwave radiation by 10-30W/m². The RCA-simulated clouds have too much cloud water in northern Europe in summer and in autumn and they therefore reflect too much shortwave radiation at the TOA (TRS) and this also leads to an underestimation of the incoming shortwave radiation (SIS) at the surface. The latest version of RCA has greatly improved cloud water and radiative fluxes.

Over most of Europe and over sea ECMWF (all year) and RCA (in winter-spring) underestimate the cloud fraction which could explain a corresponding underestimate of TRS, overestimate of SIS and underestimate of SDL. The satellites overestimate cloud cover over sea due to problems in the treatment of sub-pixel cloudiness and therefore the models underestimate are larger over sea. Mainly RCA but also ECMWF overestimate cloud fraction on top of mountains and underestimate it along mountain ranges and have corresponding differences in the TOA and surface radiation fluxes compared to the CM-SAF data.

4. Results - North Africa
Over North Africa RCA underestimates TRS by -11W/m² and overestimates the TOA emitted thermal radiation (TET) by 8W/m². ECMWF underestimates TRS by -28W/m² and overestimates TET by 14W/m². These errors are similar to what has been found for many other global models and are attributed to clear sky errors either due to too high surface temperatures, errors in emissivity, albedo or lack of aerosols. Adding clear and cloudy skies radiation fluxes to the CM-SAF data base would help us to understand the reasons for ECMWF and RCA errors. The polar orbiting satellite retrieval for 2005-2006 erroneously overestimated cloud fraction over North Africa, which also affects the CM-SAF derived surface radiation fluxes.
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Simulating aerosols in the regional climate model CCLM
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1. Introduction

Since aerosols serve as cloud condensation and ice nuclei, they influence the microphysical properties of clouds and precipitation [indirect aerosols effects: Lohmann and Feichter (2005)]. Increasing the aerosol number in a cloud leads to more but smaller cloud droplets and, hence, a deceleration of hydrometeor growth and a reduction in warm-phase precipitation [cloud lifetime effect: Albrecht (1989)], a higher cloud albedo [cloud albedo effect: Twomey et al. (1984)] and may also cause significant changes in ice formation [Cantrell and Heymsfield (2005)]. However, larger concentrations of heterogeneous ice nuclei could also enhance the Wegener-Bergeron-Findeisen process and, thus, potentially increase snowfall or conversion to graupel [cloud glaciation effect: Zubler et al. (in prep.), Lohmann et al. (2002)]. On the regional scale, aerosols may therefore alter precipitation patterns, possibly affecting the hydrological cycle [Ramanathan et al. (2001)]. Aerosols also interact directly with the radiation as they scatter and absorb sunlight [direct aerosol effect: Wild et al. (2005), and semi-direct effect: Ackerman et al. (2000)]. Hence, the representation of complex cloud and aerosol microphysics is crucial to narrow down current uncertainties in regional climate modelling.

Here, a regional climate model (RCM) is coupled to a sophisticated aerosol module and a 2-moment cloud microphysics scheme. This setup is used to study the effects of aerosols on the regional climate of Europe with focus on the hydrological cycle in the Alpine region.

2. RCM

In the present study, the regional climate model CCLM4.0 [Will et al. (subm.)] is coupled to a sophisticated aerosol microphysics module [Vignati et al. (2004)] and a 2-moment bulk cloud scheme [Seifert and Beheng (2006)]. Figure 1 shows the schematic of the RCM setup.

Figure 1. CCLM4.0 setup with coupled aerosol module and 2-moment cloud microphysics scheme.

The aerosol module accounts for the life cycle (emission, chemical evolution through condensation of soluble material onto the particles and water uptake, coagulation, in- and below-cloud scavenging, sedimentation and dry deposition) of major aerosol species such as sulfates, seasalt, soil dust, black and organic carbon. A 2-moment approach with lognormal size distributions is applied for the aerosol particles. The 2-moment cloud microphysics scheme allows for the prognostic representation of both mass and number concentrations for five different types of cloud and precipitation particles (cloud, rain, ice, snow and graupel). The following cloud microphysical processes are considered: autoconversion of cloud droplets to rain drops and accretion by rain drops, aerosol activation and heterogeneous nucleation of cloud droplets and ice-crystals [via immersion and contact freezing], homogeneous freezing, cloud-graupel and snow-cloud riming, aggregation of ice-crystals and snowflakes, self-collection of rain, ice and snow, sublimation of ice-crystals, evaporation and break-up of rain drops. Vapor diffusion onto cloud droplets and ice-crystals, Hallett-Mossop ice multiplication as well as graupel shedding are also taken into account.

Simulations with the new CCLM setup are conducted from 1960-2000 driven by ERA-40 reanalysis, applying aerosol boundary data from the global atmospheric circulation model ECHAM5-HAM [Stier et al. (2005)]. The horizontal resolution is 50 km.

3. Preliminary results

An overview of the physical parameterizations and first results with the newly coupled version of CCLM4.0 are shown. The new model version produces physically consistent results. For example, the model simulates the scavenging rates depending on aerosol and precipitation particle size. Scavenging below clouds is found to be most efficient for the largest as well as the very smallest aerosol particles. For the largest aerosols, impaction is the dominant removal process. The smallest particles are scavenged due to Brownian diffusion. Consequently, intermediate size particles accumulate, which has a significant effect on the radiative as well as the microphysical properties of the aerosol population.

In our simulations, emitted insoluble soot and dust particles grow by coagulation, sulfate condensation and water uptake. Particle growth is shown to increase the activated fraction, providing more cloud condensation nuclei. This increases the number of cloud droplets and reduces their size. It is also discussed that the change toward smaller droplet radii has the expected effect on cloud albedo and cloud lifetime. In a simplified 2D setup, the model is shown to reproduce a decline in surface net short-wave radiation. An increase in cloud lifetime is found in terms of reduced autoconversion and accretion rates. This slows down warm-phase precipitation formation. In cloud-resolving simulations with our model, rainfall patterns in orographic terrain are changed as a consequence of this effect, such that more moisture is transported to the drier lee side and a loss of precipitation is observed on the windward side of the corresponding mountain ridge.
4. Summary
This study illustrates the primary steps that were taken to provide a framework for regional climate predictions with the CCLM model, including a sophisticated representation of aerosol and cloud microphysics. Model development is finished and the newly coupled schemes are validated. Here, the complexity of aerosol-cloud-precipitation interactions and the underlying processes are highlighted and an overview of the corresponding parameterizations is given. Furthermore, we show first results of climate simulations with the new RCM configuration.
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Moisture availability and the relationship between daily precipitation intensity and surface temperature
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1. Introduction
What is the connection between precipitation intensity and the surface temperature? A claim commonly made when studying global warming is that precipitation intensity increases as the troposphere warms (e.g. Semenov and Bengtsson, 2002; Trenberth et al., 2003). This claim has its origin in the relationship between the air’s moisture-holding capacity and the temperature, as stated by the Clausius-Clapeyron (C-C) equation. For the precipitation intensity to follow this increase in capacity at the same rate, the supply of moisture must then increase sufficiently to enable saturation leading to condensation and cloud formation. To what extent is the atmospheric moisture content actually limited by the C-C relationship? Are there other factors that inhibit a potential increase in the precipitation intensity as the globe warms?

In this study, further described in Berg et al. (submitted to JGR), we explore the relationship between surface temperature and precipitation intensity for a gridded observational data set of daily values covering all of Europe, similar to what has earlier been carried out for a single precipitation station in the Netherlands (Lenderink and van Meijgaard, 2008). We explicitly resolve the intra-seasonal behaviour and investigate in which seasons the precipitation intensity dependence on temperature can be understood using the C-C relation, and why this concept breaks down in other seasons. The results are compared to, and further explored using three RCMs.

2. Data and models
We use the gridded 0.44 degree resolution observational data set of daily precipitation and temperature over European land areas, constructed for the ENSEMBLES project (Haylock et al., 2008). We focus on the period 1961—1990, where there is good spatial and temporal coverage of precipitation and temperature stations in the domain. The below analysis was also performed on station data directly, with similar results, so the gridded data are found to be reliable.

To complement the observations we use ERA40-reanalysis driven simulations by the HIRHAM4, REMO and HadRM3 RCMs from the ENSEMBLES project. The models use a 0.44 degree horizontal resolution, and we use only model data over land, to be consistent with the observations.

3. Methodology
We consider daily precipitation intensity, larger than 0.1 mm/day, and the two-meter daily mean temperature. However, the variable for studying an increase in the moisture holding capacity, and precipitation intensity changes, would be the cloud level temperature. A study of the relationship between the two-meter temperature and the cloud level temperature, using the RCMs, showed the two-meter temperature to be proportional to the cloud level temperature, with no systematic deviations. Thus we can use this directly to compare with the precipitation intensity.

We divide the data into months, and study the intra-seasonal relationship between temperature and precipitation intensity. This performed by dividing the temperature range into two Kelvin bins, and calculating the 70th, 90th, 99th and 99.9th percentiles for each bin. The two higher percentiles are calculated by a Generalized Pareto Distribution (GPD) fit to the upper 20% of the data. All the calculated percentiles show similar, i.e. parallel, results so in the rest of this text we restrict to only discuss the 99th percentile.

4. Results
The observations show a general monotonous positive relationship with increasing temperature in winter, while in summer there is a negative relationship (Fig. 1). However, the negative trend in summer shows signs of being interrupted and level out for the temperature range of about ten to twenty degrees.

Figure 1: The 99th percentile of precipitation intensity larger than 0.1 mm/day as a function of daily average temperature for observations (black), HIRHAM4 (pink), REMO (light brown), and HadRM3 (light blue). The dashed line in the January panel shows a C-C like increase with temperature. Note the logarithmic vertical axis.

The RCM simulations show a very similar behaviour as the observations (Fig. 1). The models separate between large-scale and convective precipitation events, depending on the circumstances leading to the precipitation event. We utilize this separation between the precipitation types to investigate their individual behaviour.
We find the large-scale precipitation (Fig. 2, blue curves) to have a positive trend in winter, and a negative trend in summer, much like that found in the observations. In winter, the large-scale precipitation is mainly due to the migration of large scale moist air masses from the Atlantic and Arctic oceans. As the continental air is cold and easily saturated, there will be an increase in the cloud and precipitation formation with rising temperatures. In summer, the warmer air is not as readily saturated, in fact it gets more difficult to saturate the higher the temperature. Therefore, the large-scale precipitation, which has a typical time scale of one day, decreases with increasing temperature as there is simply not enough water vapor available for cloud formation. The atmospheric moisture variables are further studied in Berg et al. (submitted to JGR).

Figure 2: The 99th percentile of precipitation intensity larger than 0.1 mm/day as a function of daily average temperature for the HIRHAM4 model. The curves indicate the total (black), convective (red), and large-scale (blue) precipitation. The dashed line in the January panel shows a C-C like increase with temperature. Note the logarithmic vertical axis. The relative contribution to the total precipitation of the two sub types of precipitation is shown in the gray inserted curve at the bottom of each plot. The dotted line in the middle indicates equal contributions, while above (below) the convective (large-scale) type dominates.

The convective precipitation (Fig. 2, red curves) has a much shorter time scale, and a more intense convection, so it is not bound in the same way to the availability of moisture. That is to say, even if there is not enough moisture available for large-scale cloud formation on the daily scale, a smaller scale convective event with a shorter time scale can still collect enough moisture to produce an intense precipitation event. Furthermore, we find the convective precipitation to increase at a rate similar to the C-C rate, but that it has peak intensity at between ten to twenty degrees, depending on the month, thereafter it shows a steep negative trend. The peak coincides closely with the range for the interruption of the negative summertime trend in the observational data. When studying the sum of the convective and large-scale precipitation we see that the large-scale is generally dominating, except for in the warm season at the higher end of the temperature range.

5. Discussion

The results presented here, and further in Berg et al. (submitted to JGR), shows that the precipitation intensity is restricted by the C-C relationship in winter, while for summer, the general trend is toward weaker events with higher temperature. The convective precipitation shows a different dependence on temperature compared to the large-scale precipitation, but it too shows a negative trend at the higher end of the temperature range. This leads us to argue that also the convective precipitation is limited by the availability of moisture and the level to reach for saturating the atmosphere at the higher temperatures. To further explore this argument we need to look further into sub-daily data to properly resolve the convective events. Furthermore, it would be interesting to study these phenomena in other regions of the world to assess the generality of the results.
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Temperature and precipitation scenarios for the Caribbean from the PRECIS regional climate model
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Scenarios of rainfall and temperature changes into the 2080s under the A2 and B2 SRES scenarios are examined using the Hadley Centre PRECIS (Providing Regional Climates for Impacts Studies) regional climate model (RCM). The model simulates 'present-day' (1979-93) rainfall and temperature climatologies reasonably well, capturing the characteristic bi-modality of Caribbean rainfall and the boreal summer maximum and winter minimum temperatures. Observed annual spatial patterns are reproduced, albeit rainfall amounts are underestimated (~ 4cm) over Cuba, Jamaica, Hispaniola and Puerto Rico. Temperatures over the region are overestimated by 1°- 3°C. For seasonal maps, the November-January (NDJ) pattern was not as well simulated as the other seasons. The study highlights 3 key features evident from the climate change scenarios obtained. (i) There is an intensification of the climatological gradient pattern for NDJ, i.e. the northern Caribbean (i.e. north of 22°N) is projected to get wetter and southern (i.e. south of 22°N) drier. This potentially points to an intensification of the northern hemisphere winter circulation patterns; (ii) There is a robust June-October drying signal which bolsters the projections of summer drying obtained from global climate models simulations; and (iii) While there is evidence of increased temperatures across all seasons, the rainfall response varies with seasons (i.e. the northern Caribbean is wetter for November-April but largely drier for May-October). This points to a need to investigate circulation parameters to determine what changes produce this response under increased temperatures.
Use of the Weather Research and Forecasting Model (WRF) towards improving warm season climate forecasts in North America
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1. Motivation and background

Official U.S. seasonal climate forecasts by the National Oceanic and Atmospheric Administration (NOAA) are issued by the Climate Prediction Center (CPC), a branch of the National Center for Environmental Prediction (NCEP). CPC uses the Climate Forecast System (CFS) global coupled ocean-atmosphere model as numerical modeling component of these forecasts (Saha et al. 2006). In a retrospective ensemble hindcasts for 1980-2004 over the contiguous U.S., CFS demonstrates: an increase in skill when a greater number of ensemble members are used; an ability to forecast tropical Pacific SSTs and large-scale teleconnection patterns (at least as evaluated for the winter) for seasonal leads; and greater skill in forecasting winter than summer climate. Winter climate is largely dependent on synoptic-scale mid-latitude storms. The decrease in CFS skill during the warm season is due to the fact that the physical mechanisms of rainfall at this time are more related to mesoscale processes, specifically the diurnal cycle of convection, low-level moisture transport, propagation and organization of convection (e.g. development of mesoscale convective systems), and surface moisture recycling. In general, these are poorly represented in global atmospheric models.

A regional climate model (RCM) may potentially add value in representation of warm season climate in North America. RCMs with a grid spacing of tens of kilometers have been shown to be useful because they can improve the representation of the mesoscale processes (e.g. Castro et al. 2007). Large-scale circulation patterns may also still be reasonably represented in the driving global atmospheric model. A major large-scale feature of importance at this time is an upper-level high pressure ridge in the interior of the continent related to development of the North American Monsoon. The “monsoon ridge” causes in the continental-scale pattern of precipitation as the summer proceeds, such that precipitation increases in Southwest U.S. and northwest Mexico and decreases in the central U.S. Our prior work conclusively demonstrates that time-evolving teleconnections in the warm season (i.e. quasi-stationary Rossby wave responses) related to interannual and interdecadal variability in Pacific sea surface temperature (SST) significantly affects the positioning of this ridge and, consequently, the warm season precipitation in each of these respective regions (Castro et al. 2007). If an accurate representation of the synoptic scale features is present in data from a driving global model, seasonal climate prediction simulations of North America with a RCM for the warm season may be a viable possibility. This is one of the major scientific goals of the recent North American Monsoon Experiment (NAME).

2. The Weather Research and Forecasting (WRF) model

The Weather Research and Forecasting (WRF) Model has been developed as a collaborative effort among numerous research institutions, most notably the Mesoscale and Microscale Meteorology (MMM) Division at the National Center for Atmospheric Research (NCAR) and NOAA NCEP. Similar to other regional atmospheric models, WRF is designed primarily for mesoscale and cloud-scale atmospheric phenomena. The version of WRF we use is the Advanced Research WRF (ARW), developed at NCAR. The ARW solver is fully three dimensional; nonhydrostatic; includes telescoping, interactive nested grid capabilities; and has schemes for initial and boundary conditions (Skamarock et al. 2005). The model physical parameterizations that will be used for the proposed work are consistent with those of the existing WRF numerical weather prediction system at the University of Arizona.

An issue that is being increasingly recognized with respect to use of RCMs is the loss of synoptic scale variability from the driving GCM when the limited area model is forced only at its lateral boundaries (e.g. Castro et al. 2005). The loss of synoptic scale variability can then affect how the RCM represents the mesoscale processes. An alternative approach to lateral boundary nudging in a buffer zone may be spectral nudging, in which selective nudging at only the largest scales takes place throughout the whole domain of the model for prognostic fields like geopotential height, winds, and temperature. The nudging is confined to the upper-levels of the atmosphere. In this way, the variability of the synoptic scale circulation features may be maintained during the model integration, while allowing the RCM to still add value at the smaller scales. A RCM simulation with spectral nudging is typically more realistic with respect to observations, if global reanalysis data are used as the driving data (e.g. Miguez-Macho et al. 2005). For this work, we use the spectral nudging technique described in Miguez-Macho et al. (2005) recently implemented in the WRF model.

3. Dynamical downscaling procedure for retrospective CFS model ensembles

We are using archived CFS hindcast ensembles from NCEP for the years 1980-2005 as the driving condition for WRF RCM simulations. Each CFS ensemble consists of approximately 10 members, generated by different initializations by NCEP Reanalysis 2. The specific CFS forecasts that will be used for dynamical downscaling start at the beginning of May of the given year and last approximately the duration of the warm season (through at least August). Data from the NCEP Reanalysis 2 will be is also being downscaled for the same period as a control to assess the performance of the RCM assuming “perfect” boundary forcing. The domain for these simulations will cover the contiguous U.S. and Mexico with a grid spacing of 32 km. Spectral nudging according to Miguez-Macho et al. (2005) will be employed for scales greater than four times the grid spacing of the driving CFS, in accordance with Castro et al. (2005). The initial soil moisture is specified by the North American Regional Reanalysis, as the land surface model is consistent with that in WRF.
4. Preliminary results for downscaling one CFS ensemble member with WRF

Thus far we have executed two tests dynamically downscaling one CFS ensemble member for the 1993 warm season. For the first test, only standard lateral boundary nudging is applied to the outer five grid points of the model domain, equivalent to what is traditionally done in WRF numerical weather forecast applications and oftentimes in regional climate modeling applications. For the second test, both standard lateral boundary nudging and internal nudging (at all wavelengths) is applied according to the standard WRF FDDA options.

Precipitation results for June 1993 are shown for the original CFS ensemble member (Figure 1), and the WRF test downscaling experiments described above (Figure 2). The precipitation for the original CFS ensemble member demonstrates that the CFS model is able to capture warm season teleconnections that lead to increased rainfall in the central U.S., consistent with the precipitation observations at this time. The WRF experiment with only lateral boundary nudging, however, produces a diminished amount of precipitation in the central U.S. as compared to the original CFS ensemble member. Thus, this experiment appears to actually take away value from CFS model. An analysis showed that the large-scale circulation patterns in this WRF experiment are significantly different than in the driving CFS model ensemble member data, in a manner consistent with Castro et al. (2005). By an improved representation of the large-scale circulation, the WRF experiment with lateral boundary nudging and internal nudging dramatically improves the forecast June precipitation. The positioning of the precipitation maximum in the central U.S. shifts slightly southward and the amount of precipitation there is increased compared to the original CFS ensemble member, more closely matching the observed precipitation. Later months in the summer (not shown) also show a much improved representation of the North American Monsoon in the Southwest U.S.

5. Conclusions and ongoing work

The preliminary results of dynamically downscaling a CFS ensemble member with WRF for the warm season in North America are quite promising. Provided that the regional model is able to retain the variability in the large scale circulation fields, WRF used as a RCM can potentially add value to representation of the warm season climate. This is primarily realized by an improved representation of warm season convective precipitation. These results appear to validate the hypothesis posed by Castro et al. (2007) that RCMs can add value to the representation of warm season climate provide the driving global model produces reasonably accurate teleconnection patterns and that these are retained in the RCM. We anticipate the results here will improve further with the incorporation of spectral nudging in the CFS-WRF simulations.
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1. Introduction

The North Atlantic basin (including North Atlantic Ocean, Caribbean Sea and Gulf of Mexico) has a substantial interdecadal and interannual variability which modulates tropical cyclone activity over the region (Goldenberg et al., 2001). Additionally this activity according some authors (e.g., Emanuel, 2005, Mann and Emanuel, 2006, Trenberth and Shea, 2006) has been enhanced due to global warming. The dynamic simulations of tropical cyclones over Atlantic basin permit to the study the controlling factors of the variability and long-term trend. However, the typical resolution global climate models are often unsuitable for this kind of simulations. Knutson et al. (2007) used the Geophysical Fluid Dynamics Laboratory (GFDL) Regional Atmospheric Model (Pauluis and Garner, 2006) to simulate successfully various aspects of tropical storms, obtaining a high correlation between observed and simulated variability and trends.

The Northern Hemisphere interannual variability cyclone activity is assessed through simulations with the RegCM3 (Pal et al., 2007) and applying an algorithm for the detection and tracking of cyclones based on the relative vorticity and warm cores.

2. Methodology

RegCM3

The RegCM3 is a primitive equations model, compressible, in sigma vertical coordinates (Pal et al., 2007). The turbulent surface fluxes over the ocean are parameterized using the Zeng scheme (Zeng et al., 1998) and the convective scheme proposed by Grell (1993) with the Fritsch Chappell cloud-model (Pal et al., 2007). The simulation period was January 1982 to December 1991 for the domain from 110 °W to 10 °W and 6 °S to 36 °N. The initial and boundary conditions are provided by the NCEP-NCAR Reanalysis 1 (Kalnay et al., 1996) and the sea surface temperature (SST) is the average weekly from OISST (Optimum Interpolation SST) dataset with 1°x 1° resolution (Reynolds et al., 2002). The model horizontal resolution is 25 km with 18 sigma levels in the vertical, with the top of model at 75hPa.

Hurricane tracking

The algorithm used for identification and tracking of cyclones was developed by Sugahara (2000) and adapted by Reboita (2008) for extratropical cyclones. The numerical scheme uses a similar method proposed by Sinclair (1994) through the identification of the minimum (maximum) cyclonic relative vorticity. We performed an adaptation to tropical cyclones taking into account the consideration of Knutson et al. (2007) to identify warm cores from vortices that correspond to hurricanes. Before applying the tracking method, the zonal and meridional wind at 850hPa and mean sea level pressure were interpolated to a regular grid of 1° x 1°.

3. Results

The modeled tropical cyclone activity is higher in the central part of the basin and the lower over the Gulf of Mexico compared (Fig. 1a) with the best-track of National Hurricane Center dataset (Fig. 1b). (HURDAT; http://www.aoml.noaa.gov/hrd/hurdat/) Additionally the simulated cyclone trajectories are more erratic and lasting less than those observed. The simulated daily average cumulated rainfall (Fig 2b) for August to October is underestimated for the region of the InterTropical Convergence Zone (ITCZ) and in the northern Gulf of Mexico while it is overestimated at the basin central part compared with the CMAP (CPC Merged Analysis of Precipitation) (Xie and Arkin, 1997) (Fig 2a).

Figure 1. Tropical cyclones trajectories for the 1982-1991 period: (a) RegCM3 with the Sugahara modified algorithm; (b) best-track from National Hurricane Center dataset.
4. Conclusions

The objective was to evaluate the ability of the RegCM3 using Sugahara modified algorithm to simulate tropical cyclones and to locate and tracking their trajectories. Comparing the simulations with observations and it is found that the model has little ability to simulate long lasting tropical cyclones and this is enhanced over the Gulf of Mexico region.
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Regional modelling of recent changes in the climate of Svalbard and the Nordic Arctic (1979-2001): Comparing RCM output to meteorological station data

Jonathan Day(1), Jonathan Bamber(1), Paul Valdes(1) and Jack Kohler(2)

(1) School of Geographical Sciences, University of Bristol, U.K., (jonathan.day@bristol.ac.uk).
(2) Norwegian Polar Institute, Tromsø, Norway.

1. Motivation and region of interest
Svalbard is one of the largest glaciated regions in the Arctic with over 2,100 glaciers and ice caps. In a topographically complex region like Svalbard coarse resolution general circulation model (GCM) data fail to accurately capture local climate. We simulate climatic changes in the region over the period 1979-2001 using the regional climate model (RCM) HadRM3, the high resolution limited area version of the U.K. met office’s general circulation model (GCM) HadCM3 (Gordon et al 2000).

2. Model and Forcing
Wind, temperature, water vapour and surface pressure from the European Centre for Medium-Range Weather Forecasts’ ERA-40 reanalysis are used to force a 50km resolution RCM at the lateral boundary. Using reanalysis to force the RCM and comparing the output to meteorological station data provides a method to isolate any systematic bias in the RCM.

3. Downscaling and validation
There are a large number of emerging “downscaling” methods to relate regional (50 km resolution) climate model output to a local (point). We use ERA-40 and meteorological station data over this period to calculate downscaling factors for precipitation, temperature and solar radiation similarly to Rivington et al (2008). This will improve estimates of climate change impacts when the RCM is forced with a GCM under different emission scenarios.
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Figure 1. Map of Svalbard, located in the Norwegian Arctic.
Effects of variations in climate parameters on evapotranspiration in the arid and semi-arid regions
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The main objective of this study is to investigate the effects of climatic parameters variability on evapotranspiration in five climatologically different regions of Iran. The regions include Tehran, Esfahan, Shiraz, Tabriz and Mashhad. Fifty four-year monthly records of temperature, relative humidity, sunshine duration, wind speed, and precipitation depth from 1951 to 2005 comprise the database. Trend and persistence analyses of the data are performed using the Mann–Kendall test, the Cumulative Deviation test, Linear Regression, and the Autocorrelation Coefficient. A sensitivity analysis of meteorological variables in these five regions is carried out using Penman-Monteith formula. In all of studied regions, temperature and relative humidity are the most sensitive parameters in Penman-Monteith formula respectively. The results of this study indicate that the effective climatic variables in evapotranspiration are changing, though in each region the variables have significant long-term trends and persistence.
Regional climate change projections using a physics ensemble over the Iberian Peninsula
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1. Introduction

Some of the most widely used Regional Climate Models (RCMs) contain large numbers of parameterizations which are known, individually, to have a significant impact on simulated climate (Zhiwei et al., 2002). Up to date, considerable uncertainties exist in the the extent to which different choices of parameter-settings or schemes may influence present climate simulations and different projections for the future climate. The most thorough way to investigate this uncertainty is to run ensemble experiments in which relevant parameter combination is investigated. The use of ensemble techniques in regional climate modeling has been shown in several studies (such as the PRUDENCE -Christensen et al., 2007-, ENSEMBLES projects) as feasible for obtaining projections of climate change (Vidale et al., 2007) and to study the capacity of RCMs to reproduce the observed climatology (Lenderink et al., 2007).

This work explores the sensitivity of different physical parameterizations (microphysics, cumulus and PBL schemes) within a regional climate version of the MM5 model (Grell et al., 1994) when applied in a complex and heterogeneous area such as the Iberian Peninsula (IP).

2. Experiments

A multi-physics ensemble of eight climate change projections (2070-2099 vs. 1970-1999) have been performed with MM5 driven by ECHAM5 global climate model outputs, forced by the SRES A2 scenario for the future period. This ensemble is the result of the combination of two of the available options for cumulus (Grell and Kain-Fritsch), microphysics (Simple Ice and Mixed Phase) and PBL (Eta and MRF) parametrizations (Tab. 1). Common physics options are RRTM scheme for radiation and Noah Land-Surface Model. Documentation is available in the website http://www.mmm.ucar.edu/mm5.

Spatial configurations of the domains employed in the simulations consists of two two-way nested domains, arising a resolution of 30 km over the IP. Vertically, 24 sigma levels with the top at 100 mb are considered.

Table 1: Experiments identifiers. The last two are still under development.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Microphysics</th>
<th>Cumulus</th>
<th>PBL</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Simple Ice</td>
<td>Grell</td>
<td>Eta</td>
</tr>
<tr>
<td>2</td>
<td>Simple Ice</td>
<td>Grell</td>
<td>MRF</td>
</tr>
<tr>
<td>3</td>
<td>Simple Ice</td>
<td>kain-Fritsch</td>
<td>Eta</td>
</tr>
<tr>
<td>4</td>
<td>Simple Ice</td>
<td>kain-Fritsch</td>
<td>MRF</td>
</tr>
<tr>
<td>5</td>
<td>Mixed Phase</td>
<td>Grell</td>
<td>MRF</td>
</tr>
<tr>
<td>6</td>
<td>Mixed Phase</td>
<td>kain-Fritsch</td>
<td>Eta</td>
</tr>
<tr>
<td>7</td>
<td>Mixed Phase</td>
<td>Grell</td>
<td>Eta</td>
</tr>
<tr>
<td>8</td>
<td>Mixed Phase</td>
<td>kain-Fritsch</td>
<td>MRF</td>
</tr>
</tbody>
</table>

3. Results

The analysis focuses on multiyear seasonly mean values of two variables: 2-meter temperature and precipitation.

3.1. Temperature

The ensemble spread is caused by changes in the PBL scheme (being negligible the changes in other parameterizations). Overall, the MRF scheme for the PBL provokes the highest temperature increase (and also the highest absolute values), meanwhile the Eta scheme leads to the minimum variation and values. The average rise in the temperature is about 2 degrees for wintertime and more than 5 degrees during the summertime in the Iberian Peninsula (Fig. 1); however, it should be highlighted that the spread of these results is up to 50% of the estimated warming in some areas (Fig. 2).

Figure 1: Mean JJA temperature increase projected, weighting all the ensemble members equally.

Figure 2: Ensemble spread in the projected JJA temperature increase in % with respect to the mean projected increase (shown in Fig. 1).
3.2. Precipitation

The ensemble spread is caused both by the selection of the PBL scheme and the cumulus parameterization, specially during the Autumn period. In contrast to other seasons and areas, an important increase in precipitation takes place in the eastern IP for that season (about 40% with respect to the reference period, Fig. 3), where convective precipitation dominates. The spread in the simulated data with the different schemes may achieve 100% in the aforementioned area (also in others), but all individual experiments project such increase (such agreement in the trend does not occur everywhere). For precipitation, no experiment is found to cause a dominant increase or decrease in the IP.

Figure 3: Mean SON precipitation change projected (in % with respect to the reference period), weighting all the ensemble members equally.

Figure 4 analyses in detail the mentioned area located in the southwestern IP, where all experiments project an increase of the precipitation amount in Autumn. The leading parametrization regarding to the projected change is the PBL. The second factor of importance is the cumulus scheme employed, and there are no significant differences between experiments that only differ in the microphysics parametrization.

Figure 4: Precipitation change projected by each individual ensemble member averaged for the southeast area where all the ensemble members project an increase of the precipitation amount in Autumn. Note that experiments with different PBL parametrization are surrounded by different line types, and that in each subgroup the simulation with Grell cumulus parametrization provides the highest value.

4. Conclusions

The first conclusion is that RCMs are far away of being free of uncertainties, even in the hypothetical case that initial and boundary conditions were perfect (do not forget that the main uncertainty in order to simulate future projections comes from the inherent uncertainty of the future emission scenario (Giorgi et al., 2000; Déqué et al., 2007). Spreads of 50% and over 100% in the projected changes of temperature and precipitation, respectively, are found changing only the PBL parametrization in the described simulations. Therefore, given a fixed data base to the dynamical downscaling, this work shows that spreads from a multi-physics ensemble could be on the order of that from a multi-model ensemble (Déqué et al., 2007).

Nevertheless, some common signals are found and it allows to extract conclusions qualitatively. For example, no experiment projects a decrease in temperature for any season, and all project a higher increase for summer season. The unexpected signal of an increase of precipitation in Autumn in the southwestern IP also appears in all the experiments, and all confirm that in this area the cumulus parametrization becomes greatly influential.

Also, precipitation projections present a larger disagreement between experiments that those for the temperature; leading schemes are the PBL for both temperature and precipitation, and also cumulus scheme in the case of precipitation. This kind of result could guide the modelers about where it is more necessary to stress for enlarging the confidence of such projections.
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1. Motivation

Results of climate change projections are generally associated with uncertainties due to three major reasons:
- the insecurity of the future development of greenhouse gas (GHG) concentrations,
- the inaccuracy and diversity of the climate models used,
- the internal (natural) variability of the modeled climate system.

The main issue of this paper is to investigate the influence of the internal variability of a dynamically coupled global-regional climate model system on the results of a climate projection for the 21st century. The internal variability, which represents the natural variability of the climate system, is determined by comparing several simulations (realizations) of the same climate forcing (GHG rise) with the same unchanged model system.

2. Simulations

The model system being used in this study consists of the global climate model ECHAM5-MPIOM of the Max-Planck Institute in Hamburg and the regional climate model CLM 3.1, which is based on the operational weather forecast model COSMO-LM of the German Meteorological Service. The regional model operates at a horizontal resolution of 0.165° (about 18 km) in a rotated coordinate system with 32 vertical layers and is dynamically nested into six-hourly results of the global spectral model with the horizontal resolution T63 (about 180 km). The regional model domain includes whole Europe and the entire Mediterranean area with parts of northern Africa.

The global simulations start in 1860 and are continuously performed until 2100. Three simulations have been carried out with the same model configuration and the same GHG-forcing according to the emissions scenario SRES-A1B. The three simulations only differ in their initial state at January 1st 1860. Their results are incorporated into the IPCC AR4 analysis of global climate scenarios.

The regional simulations downscaling the global model results cover the period from 1960 to 2100 and use the same GHG concentrations as the global simulations. The 20th-century period until the year 2001 has been simulated three times but has only been continued by 2100 for two of the three global realizations. Further details of the simulations and an extended quality analysis are given by Hollweg et al. (2008).

3. Results

The different realizations of the same climate forcing produce different temporal developments of the atmospheric conditions in the regional simulation. As a consequence, the daily, monthly and annual mean values of any meteorological variable are completely uncorrelated between the different realizations. However, on longer time-scales (several years to decades) their climatological means converge against each other. Figure 1 shows the annual means of temperature and precipitation of all three regional simulations averaged over the region of Germany. The curves partly show contrary developments of the annual values during time periods of several years and longer. Temperature values of single years can deviate up to 3 K, precipitation sums by more than 300 mm. The climatological means calculated over the entire 100 years of the scenario period, however, only differ by less than 0.1 K and 3 mm, respectively. This demonstrates that both realizations of the A1B-scenario represent the same climate conditions but also that the internal variability of the climate system leads to considerable different decadal variations along possible ways into the modified climate state.

As climate change signals are usually determined by calculating the difference of multi-year climatological means of two separated periods, this variability causes different results for different realizations. These differences between the climate change signals of different realizations of the same climate forcing are a direct consequence of the internal variability of the climate system and provide an estimation of the “natural” or statistical uncertainty of climate change projections.

In order to quantify this uncertainty, climatological means of both scenario realizations are compared with the corresponding means of the three 20th century realizations (present-day climate reference). The selected periods are 2051-2080 and 1961-1990. The spread of the six differences between these periods – two representing the future scenario, three the present day conditions – expresses the natural uncertainty of the climate change projection. Its
knowledge is essential to assess confidence of the simulated
tendencies.

Figure 2 summarizes the simulated climate changes for
temperature and precipitation calculated from all six
comparisons of the two periods. The areas between the
upper and lower curves represent the uncertainty ranges of
the simulated climate changes for the monthly means and
the annual average. The values in this figure refer to the area
average of Germany.

The increase of annual mean temperature varies between 2.2
and 2.8 K. The strongest warming occurs in August with
values of 3 to 4 K. A reduced warming with less than 1 K
seems possible in spring, but here the range of uncertainty
with up to 2 K is larger than in other seasons. Despite the
partly large spread of temperature changes a significant rise
of temperature throughout the year seems very likely
The simulated changes of precipitation show a different
behavior during the year. The annual sum does not change
within the range of uncertainty. Summer precipitation,
however, considerably decreases with maximum values in
June and August between -14 and -28 %. Because the
reduction is much stronger than the range of uncertainty, the
drying in summer has to be regarded as confidential. The
reduction in summer is compensated by an increase of
precipitation during the other seasons particularly from
October to May. The increase in winter and spring, however,
is connected with a large range of uncertainty (up to 30 %)
which reduces the level of confidence.

The precipitation changes of the corresponding global
climate simulations calculated for the same region show a
similar seasonal cycle (figure 3). However, the reduction in
summer with up to -50 % is significantly stronger and
expands over a longer period than in the regional simulation.
Furthermore, the decrease is not fully compensated by the
increase during the rest of the year. This leads to an overall
reduction of annual precipitation by 10 %, which lies well
outside of the calculated natural variability. This
documented that the higher resolved regional simulations
can significantly modify the projections of the global model.

Figure 3. Precipitation changes for Germany form
global (top) and regional (bottom) model
simulations for the A1B-scenario.

4. Conclusions

The analysis of a small single model ensemble of climate
simulations for Europe with the regional climate model
CLM provides a first estimate of the effect of internal
variability on the simulated climate changes for tempera-
ture and precipitation. The knowledge of this unavoidable
natural uncertainty is a necessary precondition to assess
the reliability (confidence) of climate change signals. The
results further show, that the changes of climatological
means as simulated by the regional model can
significantly differ from those of the driving global
simulation. “Significantly” means in this context that the
deviations between global and regional projections are
larger than explained by their internal variability.
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An ensemble of regional climate change simulations
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1. Introduction
Uncertainties in future climate change are related to uncertainties in external forcing, model formulation and natural variability. A common way to deal with uncertainties in external forcing is to use different emission scenarios thereby sampling a multitude of possible outcomes Nakicenovic et al. (2000). By using multiple climate models or an ensemble of simulations with one model perturbed in its formulation of the physics, parts of the uncertainties related to how changes in forcing influence the climate can be assessed (e.g. Meehl et al., 2007, Murphy et al., 2007). To get a grip on the natural variability one may use several simulations with one climate model under the same emission scenario differing only in initial conditions. A way to handle all three main uncertainties is to perform several simulations constituting an ensemble. Previous attempts to do this on the regional scale in the European projects PRUDENCE (e.g. Déqué et al., 2007) and ENSEMBLES (Sanchez-Gomez et al., 2008) have limitations in that only a few GCMs have been used to provide lateral boundary conditions (PRUDENCE) or that only one emission scenario has been considered (ENSEMBLES). At the Rossby Centre, a regional ensemble has been created that makes use of a number of GCMs, several emission scenarios, and in some case several simulations differing only in initial conditions in the GCM. The ensemble can be used to illustrate uncertainties on the regional scale and to produce probabilistic climate change information in a region.

2. Model and simulations
We use the regional climate model RCA3 (Kjellström et al., 2005) to dynamically downscale several experiments with global coupled atmosphere-ocean general circulation models (AOGCMs). Table 1 summarizes the experiments in terms of AOGCM (references for these are given in Meehl et al. (2007), emission scenario and horizontal resolution. In particular we study a subset of the simulations all under the A1B emission scenario and with five different forcing AOGCMs. This subset is denoted ENS5 in the following.

<table>
<thead>
<tr>
<th>AOGCM</th>
<th>Emission scenario</th>
<th>Horizontal resolution (km)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BCM</td>
<td>A1B</td>
<td>25, 50</td>
</tr>
<tr>
<td>CCSM3</td>
<td>A2, A1B, B2</td>
<td>50</td>
</tr>
<tr>
<td>CNRM</td>
<td>A1B</td>
<td>50</td>
</tr>
<tr>
<td>ECHAM4</td>
<td>A2, B2</td>
<td>50</td>
</tr>
<tr>
<td>ECHAM5</td>
<td>A1B (3 at 50km), B1, A2</td>
<td>12.5, 25, 50</td>
</tr>
<tr>
<td>HadCM3</td>
<td>A1B</td>
<td>25, 50(3*)</td>
</tr>
<tr>
<td>IPSL</td>
<td>A1B</td>
<td>50</td>
</tr>
</tbody>
</table>

3. The recent past climate
We evaluate the ability of RCA3 to reproduce the recent past climate when forced on the lateral boundaries by the different AOGCMs. As the AOGCMs, and thereby RCA3, in general show a somewhat too zonal climate during winter the simulated temperature climate is too warm (Fig. 1) and too wet (not shown) over much of the continent.

In summer there is also a (weaker) warm bias in central Europe but now also a cold bias in the northeastern part of the domain (Fig. 2). The cold bias in the northeast is seen also in experiments in which RCA3 is forced by reanalysis data (Kjellström et al. 2005). In summer there are no
pronounced biases in the simulated MSLP fields (not shown) indicating that the biases in temperature and precipitation are more related to the regional climate model than to the large-scale circulation.

4. Climate change scenarios

![Figure 3](image)

**Figure 3.** Change in seasonal mean $T_{2m}$ between ENS5 2071-2100 compared to 1961-1990 for summer (JJA) conditions.

The ensemble mean (ENS5) shows a gradual evolution of the climate change signal with time both for temperature (Fig. 3) and precipitation (not shown). However, if single scenarios are considered, large differences can occur for single years, decades and even 30-year periods (not shown). Such differences can to some part be explained by natural variability as several scenarios with the same AOGCM differ substantially. Also daily variability changes with time. We note that these changes are largest where the signal is largest, as illustrated for summer in Figs. 3&4.

![Figure 4](image)

**Figure 4.** Relative change in daily standard deviation of $T_{2m}$ for the ENS5 simulations for the time period 2071-2100 compared to 1961-1990 for summer (JJA) conditions.

5. Summary

The Rossby Centre regional climate change ensemble can be used to illustrate parts of the uncertainties related to emission scenario, forcing AOGCM and natural variability. The results show that the main uncertainties by the end of the century are related to choice of forcing AOGCM and emission scenario. For the nearest few decades the role of natural variability is large.
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1. Introduction

The warming trend for the entire globe (1861-2002) is 0.95°C/decade. A specific warming period started around 1980 and continued at least until 2006. The temperature increase of that period is about 1°C (0.4 °C/decade). This trend is equally well evident for many areas on the globe, especially on the northern hemisphere in observations and climate simulations (IPCC 2007: WG1 AR4). Consequently, this warming appeared also for the Baltic Sea catchment. From 1960 to 1980 the air temperature for the catchment was close or slightly below the long-term mean with respect to the period 1871-2004, only between 1965-1975 the temperature was slightly above the mean. Then with the beginning of the 1980s the annual mean temperature increased by about 1°C until 2004.

Figure 1 Winter air temperature anomaly (DJFM) at Kiel Lighthouse derived from SMHI-meteorological data base for the period 1970-2008 and winter NAO-index.

A similar warming trend could be observed for the SST of the Baltic Sea (Siegel et al. 2006; MacKenzie and Schiedek 2007). Since 1985, summer SSTs have increased at nearly triple the global warming trend, and for the period 1985-2002 summer SSTs have risen by 1.4°C, 2-5 times faster than in any other season. Even the annual mean water temperatures averaged spatially and vertically for the deep basins of the Baltic Sea show similar trends (Hinrichsen et al. 2007). Figure 1 shows the winter air temperature anomaly at Kiel Lighthouse for the period 1970-2008 based on the SMHI-meteorological data base. The number of anomalous warm winters has strongly increased for the period 1988-2008. The winter 2006/07 was about 3.5°C warmer than the seasonal mean over the period 1970-2008. The winters 2006/07 and 2007/08 were not only mild in the south-western Baltic area. The maximum sea ice extent in these years was extraordinarily small: for 2006/07 it was 139,000 km², and for 2007/08 a new low ice record was documented, the ice cover being only about 49,000 km² which is the smallest since 1720 (Vainio and Isemer, 2008).

2. Methods and concepts

As climate, to a large extent, controls patterns of water circulation and biophysical aspects relevant for biological production, such as the vertical distribution of temperature and salinity, alterations in climate may severely impact the trophic structure and functioning of marine food webs. Since the mid-1980s an acceleration of climate warming has occurred which agrees remarkably well with a regime shift in the pelagic food webs (Hinrichsen, et al. 2007). To answer which are the processes linking changes in the marine environment and climate variability it is essential to investigate all components of the climate system. This will be performed by a detailed analysis of about 2 decades-periods before and after the regime shift.

Most of the studies of climate change in the Baltic Sea area have been restricted to the analysis of temperature records. The detailed analysis of changes in variability of atmospheric heat, radiation and momentum fluxes and their impact on the Baltic Sea has not been studied in detail. Her we will provide a detailed assessment of the variability of atmospheric variables and the corresponding response of the Baltic Sea including temperature, salinity and circulation for different time slices seasonally resolved within the period 1970-2008. NCEP/NCAR re-analysis data are available for the northern hemisphere for the period 1948-2008. However, NCEP/NCAR re-analysis data are only poorly resolved (2.5x2.5°, 6 hours) for the Baltic Sea area. Thus, the approach is to use additionally atmospheric data from the SMHI meteorological data base (1x1°, 3 hours, 1970-2008) together with COADS-data (at present 1949-2004), ICES Oceanographic data, IFM-GEOMAR atmospheric and oceanographic measurements (1987-2008) and BSH SSTs (1990-2008).

The main idea is to investigate in detail the climate variability of the Baltic Sea area as a whole and for the different sub-basins to assess the regional difference in response to the large scale atmospheric forcing.

3. Results

We used statistical analysis including basic and higher order statistics to discriminate the climatological conditions between different time slices and identify significant changes in atmospheric and oceanic variables.

As one example of our comprehensive analysis, Figure 2 shows the wavelet analysis of air temperature at the position of Kiel Lighthouse and NAO DJFM-winter indices (Figure 1). Interesting is the common structure of the wavelet analysis for temperature and NAO which reflects the high correlation between them. For the periods 1970-1987 and 1988-2008 there is also a change in the spectral characteristics of both temperature and NAO winter index. After 1985, higher variability occur at periods of about 2.5 and 5 years. Before 1985 highest
variability was concentrated at a period of about eight years which slightly shifted to longer periods.

Figure 2. Wavelet analysis of air temperature at Kiel lighthouse and NAO DJFM winter indices. The thick black contour designates the 5% significance level against red noise and the cone of influence where edge effects might distort the picture is shown in lighter shade.

Additionally to the changes in temperature there is also a change in prevailing winds for the periods under consideration. Figure 3 shows the decrease in frequency of wind from westerly directions for autumn (SON) and an increase for winter (DJF). This shift in wind directions is associated also with a decrease of strong wind events during autumn and a corresponding increase in winter.

Figure 1. Frequency of wind events for autumn SON (left) and winter DJF (right) for the periods 1970-1987 (blue) and 1988-2008 (red).

From NCEP/NCAR reanalysis MSLP data, we calculated the first EOF for DJF for both periods (Fig. 4). Comparing the first with the second period reveals an intensification of the NAO/AO pattern and a slight shift to the east of the centers of action.

Hilmer and Jung (2000) observed a similar shift of the NAO pattern to the east when comparing the periods 1958-1977 and 1978-1997. Cassou et al. (2004) explained the shift by the asymmetry of the NAO pattern. For positive phases the NAO is located more easterly than for negative phases.

Figure 2. First EOF of MSLP data for DJF calculated from NCEP/NCAR reanalysis data for the period 1970-1987 and 1988-2008.
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Diurnal variation of precipitation over central eastern China simulated by a regional climate model (CREM)
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This paper describes and evaluates the performance of a regional climate model developed at the State Key Laboratory of Numerical Modeling for Atmospheric Sciences and Geophysical Fluid Dynamics / Institute of Atmospheric Physics (LASG/IAP). The model has been developed based on the numerical forecast model, Advanced Regional Eta-coordinate Model (AREM), of LASG/IAP. An advanced radiation package and a common land surface scheme have been included into the AREM. The new model is regarded as the Climate version of AREM and named as CREM. To evaluate its performance in reproducing the summer climate over eastern China, the CREM was integrated from 1 May to 1 September of 1995-2004. The lateral boundary forcing data is derived from the NCEP-DOE (National Centers for Environmental Prediction-Department of Energy) reanalysis data at 6-h intervals. Evaluations on the model performance indicate that the CREM can reasonably reproduce the diurnal variation of summer precipitation over central eastern China. The late night peak of rainfall over South China and Northeast China is reproduced by CREM. Rainfall over the region between the Yangtze and Yellow Rivers is characterized by a semi-diurnal cycle, which peaks both in the early morning and in the late afternoon. The CREM can partly simulate this two-peak pattern. However, the regional model fails to reproduce the midnight maximum of rainfall in the eastern part of the Tibetan Plateau and the upper-middle Yangtze River valley.
Investigation of ‘Hurricane Katrina’ type characteristics for future, warmer climates
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1. Abstract

The goal of this study was to ascertain the potential impact of climate change on a “Hurricane Katrina” type storm. Hurricane Katrina was a devastating hurricane that made a direct hit on New Orleans, Louisiana. Extremely high winds and tides led to severe damage along the Louisiana coastline, as well as severe flooding in New Orleans. It has been suggested that warmer sea surface temperatures combined with higher atmospheric moisture humidity will lead to even worse storms during the rest of this century.

2. Approach

Evidence suggests that regional climate model simulations nested within GCM generated climate data are often compromised by unrealistic characteristics of the driving GCM (Rojas and Seth, 2003; Misra and Kanamitsu, 2004). Lynn et al. (2008) found that MM5 regional models running over the US and driven by NCEP reanalysis generated a more realistic frequency of heavy versus light precipitation events than when driven by the Goddard Institute for Space Studies Atmospheric-Ocean GCM (GISS AOGCM). They postulated that this was because reanalysis provided more realistic daily variability in the synoptic fields than the AOGCM. This presents a great challenge for regional climate studies that use GCM projections for downscaling climate change due to anthropogenic forcing.

The problem is especially acute in the current study, which aims to simulate the short-term variability of a Hurricane Katrina type storm, since important meteorological forcing cannot be supplied by the coarse-grid AOGCM.

To address this deficiency, this research introduces a new method, “mean-signal nesting,” which strives to overcome some of the limitations of GCM inadequacies by creating more suitable initial and lateral boundary conditions (LBC) for driving a regional mesoscale model, in this case the Weather Research and Forecasting model (WRF; Skamarock et al., 2005). Misra and Kanamitsu (2004) improved initial and lateral boundary conditions (LBC) from a GCM by replacing GCM climatology with reanalysis climatology, while preserving the GCM’s short-term variability. Their approach was suitable for correcting against model drift, thereby improving regional model seasonal forecasts. However, such an approach cannot be used for a 5-day simulation of hurricane development, where the sub-daily variability of the boundary conditions is crucial. Moreover, there is need here to account for climate change due to anthropogenic forcing. Hence, in the current study, AOGCM projections of future climate are combined with realistic 4x per day variability taken from August 2005 NOAA/NCEP Global Forecast System analysis data (GFS) on a 1° x 1° grid. More specifically, in mean-signal nesting, a mean climate-change signal (CCS) representing decadal climate evolution is derived from AOGCM projections and combined with the GFS to create initial conditions and LBC for driving WRF simulations. This approach is offered here as an alternative to exclusive AOGCM forcing. Just as mesoscale models can be driven with unadjusted GFS to downscale the current climate, the new approach uses the (adjusted) analysis data combined with the climate change signal as LBC for WRF simulations that project future climate scenarios.

3. Experimental Design

The simulations of Katrina characteristics were made with the Weather Research and Forecasting (WRFv2.1) model run over a limited area. The WRF domain included the Gulf of Mexico, southeast US and the adjacent North
Atlantic Ocean (19-39°N, 75-95°W). WRF horizontal grid spacing was 9 km and the model was integrated at 31 vertical levels. All simulations covered the period August 27-31. WRF simulations were forced by data derived from the A2 climate change scenario defined by the IPCC (2007), as simulated by the GISS AOGCM (Russell et al. 1995; Rangwala et al. 2006). The AOGCM uses a 4° x 5° horizontal grid at nine vertical atmospheric levels and 13 vertical ocean levels.

4. Results

Simulations of Hurricane Katrina using the WRF model on a 9 km grid over the Gulf of Mexico and the Southeast US were analyzed during the period August 27-30, 2005. The control captured many of the observed characteristics of Katrina (not shown), although the predicted center was about 150 km to the actual land falling position. WRF storm tracks were determined from the locations of minimum sea-level pressure every three hours. (not shown). The tracks of the storms in the first half of the century were mostly east of the simulated (control) 2005 storm. Tracks in the second half the century were mostly west of the control.

Vertical profiles of the Gulf of Mexico averaged u-wind component from the GCM for simulations representing the earlier decades showed a large positive vertical shear relative to the CTL, reaching maxima between approximately 12-16 km altitude. Profiles from the latter decades showed a negative anomaly shear up to about 8-10 km altitude. Each consistent with the differences in tracks discussed above. The vertical shear of the zonal wind is proportional to north-south temperature gradients. The negative shear in the simulations representing the second half of this century indicates a weakening or a reversal of the usual south to north temperature gradient. This can occur when the continent north of the Gulf of Mexico becomes excessively warm compared to the water temperature. In contrast, the GCM sea surface temperatures were predicted to fall in the first two decades, explaining in part the positive anomalies in the u-wind component during this time. However, predicted Gulf of Mexico sea surface temperatures exceeded those of the present decade from the 2030s onward, increasing by about 3 °C by the 2090s.

Fig. 1 compares the horizontal distribution of surface wind speed of the 2070s to the control. After 54 hours (06 UT on August 29), the 2070s storm center crossed the Louisiana coastline at 90°W, displaced further west from the control. The 2070s storm is more compact than the control. For example, the diameter within which its wind speeds exceed 30 m/s is about 20% smaller than for the control (2.9° versus 3.6°). Hence, the average wind speeds within, for example, 180 km of the core were less than in the control. Nevertheless, the future storm maintained its core of very high winds better than the control as it approached the coast. The 2070s storm shows narrow rings of wind speeds in excess of 50 m/s completely surround the storm center. Similar results were obtained for the simulated storm in the 2080s.

5. Sensitivity Tests

Figure 2 shows WRF simulated hurricane minimum surface pressures versus Gulf of Mexico sea-surface temperatures. There is a good relationship between the two, except in the 2090s (when an anomalous track of the storm sent it to close to the Florida Pan Handle). Hence, one might wonder why there are not larger and more severe hurricanes in the second half of the 20th century.

![Figure 2. WRF simulated minimum hurricane pressures versus Gulf of Mexico averaged sea-surface temperatures in each decade.](image)

Sensitivity tests showed that predicted, decadal increases in atmospheric temperature anomalies (with peak values of 12 °C found at about 10 km) prevented further storm intensification.

6. Conclusions

Results suggest that during the latter part of the 21st century, the radius of strong winds in a Katrina-like storm will decrease, but the pressure minimum will be more extreme and maximum wind speeds will be higher and more prolonged after landfall. Thus, the extremely low minimum pressures for 2070s and 2080s storms were apparently caused by the very high SST the storms encountered over the Gulf of Mexico, while their relatively small diameters may reflect the high vertical thermal stability of the late decades. Our results, using real boundary conditions modified by a climate change signal, suggest that the danger to coastal locations from the high winds of severe hurricanes could increase in the latter half of this century.
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1. Introduction

Several works discussed the limitations of AGCMs (Atmospheric General Circulation Models) for climate forecasting due to the low horizontal resolution typically used in these models (Giorgi and Mearns, 1999). The interest in regional climate models (RCMs) is associated with the more appropriated physical parameterizations and higher spatial resolution that they can utilize providing better representation of the sub-grid processes and thus reducing the errors found in AGCMs (Sen et al. 2004). Over northeastern Brazil Misra (2006) shows that the COLA AGCM did not present any ability to predict February-March-April rainfall anomalies during the years considered as normal, i.e. without influence of the large-scale phenomena like El-Niño/La-Niña. A common systematic error in some AGCMs is the overestimation of the austral summer precipitation over the northeast Brazil (Cavalcanti et al., 2002). Climate studies using RCMs are becoming more frequent and important as they can reduce the systematic errors of AGCMs in some regions (Seth et al., 2007). The RCMs have been used not only for hindcasts of past climate, but also for seasonal climate predictions (Chou et al., 2001) with the aim of also capture the regional aspects of the climate. Considering the interest in the application of the RegCM3 (Regional Climate Model version 3; Pal et al., 2007) for seasonal forecasting, Cuadra and da Rocha (2007) studied the sensitivity of the simulations on the southeastern South America to the specification of SST (sea surface temperature). They show that the persisted SST affects little the simulation of austral summer anomalies of precipitation and air temperature over the continental parts of south-southeast Brazil. For this work, the goal is to investigate the performance of seasonal forecasting over northeast Brazil using the RegCM3 nested in the CPTEC/COLA (Center for Weather Forecasting and Climate Studies/Center for Ocean-Land-Atmosphere Studies) AGCM.

2. Methodology and Data Set

The RegCM3 is a primitive equation model, compressible, and in the sigma-pressure vertical coordinate. A recent description is given in Pal et al. (2007). In this study the RegCM3 was integrated in the domain of Figure 1 using 60 km of horizontal resolution, 18 vertical levels, and Grell convective scheme with the Fritsch-Chappell closure. The RegCM3 forecasts used the initial and boundary conditions of the CPTEC/COLA AGCM, which is described by Cavalcanti et al. (2002), and over the Oceans the persisted SST was specified. The 27 forecasts analyzed were initiated at 00 UTC of day 16 of each month. The first 14-15 days of integrations were considered as spin-up and the quarter of validation correspond to the average of the following three months. This average is referred as seasonal forecasts.

For validation of precipitation we used the rainfall data from CPC (Climate Prediction Center) analysis that has horizontal resolution of 1° x 1° latitude by longitude (Silva et al., 2007). The air temperature was compared with the NCEP re-analysis (Kalnay et al. 1996) that is in a Gaussian grid with about 1.875° of horizontal resolution.

To perform an objective analysis on the subdomain Northeast (NDE) (Figure 1) were calculated quarter averages of seasonal climate forecasts, the linear correlation coefficient and the index of efficiency of Nash and Sutcliffe (1970) of time series. This index indicates the skill of RegCM3 forecasts regarding the average of the observations.

Figure 1. Forecast domain and topography (shaded with scale at right) and the NDE subdomain (red box) used to evaluate the RegCM3 forecasts.

3. Results

The Figure 2a shows over the NDE the area average seasonal rainfall provided by CPC analysis, CPTEC/COLA and RegCM3. It is important to note the lack of ASO/2006 values due to the post-processing problems. Figure 2a shows the overestimation of seasonal rainfall by the CPTEC/COLA model in all quarters, except in FMA/2006. Apparently there is a displacement of the rainy season from FMA of the CPC to MAM in CPTEC/COLA forecasting. According to Oyama (2006) and our seasonal maps (Figure not shown) errors in the positioning of ITZ (Intertropical Convergence Zone) and SACZ (South Atlantic Convergence Zone) found in low horizontal resolutions AGCMs, including CPTEC/COLA, can justify the wet bias in the northeast Brazil. In contrast, Figure 2a indicates that RegCM3 produces a superior forecasting of seasonal precipitation during all the 27 quarters. This improvement could be due to higher horizontal resolution of the RegCM3 that also improves the ITZC localization.

The area average air temperature over NDE (Figure 2b) presents small annual amplitude with maximum and minimum values during the dry and wet seasons, respectively. Both RegCM3 and CPTEC/COLA models underestimate the air temperature during all seasons (Figure 2b). However, Figure 2b shows that inter-seasonal air temperature variability is well reproduced by RegCM3, while CPTEC/COLA is out of phase regarding the analysis as well as it occurs for rainfall (Figure 2a). This is due to the control of the rainfall over the air temperature. In the NDE area, located near the equator, the solar radiation is almost constant throughout year. During the rainy season there is an increase of cloudiness that reduces the net solar radiation and the air temperature. The opposite behavior is obtained during the dry periods.
The linear correlation coefficients show that RegCM3 had superior performance than CPTEC/COLA to reproduce the inter-seasonal variability of precipitation (0.84 against 0.64) and air temperature (0.90 against 0.30) in the NDE area. This is associated to the correction by RegCM3 of the out of phase seasonal values of the CPTEC/COLA forecasts (Figure 2).

The efficiency coefficient (E) for RegCM3 is positive (0.62; Table 1), what indicates that the model is better predictor of the seasonal rainfall than the average (calculated for all the 27 seasons) of the analysis of the CPC. The systematic negative bias of air temperature in RegCM3 forecasts produces a negative E coefficient (Table 2). However, if this bias is removed of the time series, the efficient coefficient (E) increases to 0.8 indicating the superior forecast of RegCM3 over the mean of observations. The CPTEC/COLA presents negative E values for both precipitation and air temperature (Table 1) and this is justified by the bias and out phase seasonal values (Figure 2) found in these forecasts. Comparatively, the efficiency coefficient indicates that RegCM3 is better predictor of seasonal rainfall and air temperature over the NDE than CPTEC/COLA model.

4. Conclusions
This study evaluated the seasonal climate forecasts on the Northeast of Brazil using the RegCM3 nested in the CPTEC/COLA AGCM. The 27 seasonal forecasts were compared with analysis of the CPC (precipitation) and NCEP re-analysis (air temperature). The most important result is that RegCM3 correct simulates systematic out of phase mean values of rainfall and air temperature that is found in the CPTEC/COLA AGCM forecasts. This implied that RegCM3 was better predictor of mean seasonal rainfall than the mean of analysis with efficiency coefficient near 1 and temporal correlation of 0.84. This high correlation indicates that RegCM3 reproduces the inter-season variability of seasonal rainfall similar to the analysis. For air temperature, RegCM3 seasonal mean also shows high correlation with the analysis (0.89) and after the correction of it systematic cold bias the efficiency coefficient approximates of 1. This coefficient sensitize that RegCM3 (CPTEC/COLA) is better (worse) preditor of the mean seasonal values of air temperature and rainfall than the mean of observations in the period analysed.
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Table 1 – Averages of the 27 quarter for the analysis (CPC or NCEP) and RegCM3 and CPTEC/COLA forecasts, coefficient of efficiency (E) and linear correlation (r) for precipitation and air temperature. The value in parenthesis is the E after bias correction.

<table>
<thead>
<tr>
<th></th>
<th>Precipitation Mean (mm/day)</th>
<th>r</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPC</td>
<td>2.6</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>RegCM3</td>
<td>2.9</td>
<td>0.84</td>
<td>0.62</td>
</tr>
<tr>
<td>CPTEC/COLA</td>
<td>5.2</td>
<td>0.64</td>
<td>-1.86</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Air Temperature Mean (°C)</th>
<th>r</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td>NCEP</td>
<td>25.4</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>RegCM3</td>
<td>23.7</td>
<td>0.89</td>
<td>-2.27</td>
</tr>
<tr>
<td>CPTEC/COLA</td>
<td>25.2</td>
<td>0.30</td>
<td>-0.05</td>
</tr>
</tbody>
</table>
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In this study we evaluate the components of the surface radiation budget (SRB) (downwelling longwave, DLR and incoming shortwave radiation, ISR) in three regional climate models (RCMs): CRCM (The Canadian Regional Climate Model), GEM-LAM (Regional version of Global Environmental Multiscale Model) and RCA3 (Regional model of Rossby Centre, Sweden) against surface observations. All three RCMs use different radiation and cloud schemes, characterizing systematic errors in the SRB as a function of climatic conditions will aid in model improvement.

The RCMs will be directly compared with available surface-based measurements (SURFRAD Network) over different conditions. We will determine the quality of the simulated radiation budget in the respective models and target the areas and climatic conditions where the models give the worst results. By evaluating the surface radiation budget in a variety of climate conditions, for cloudy and clear conditions separately and as function of season and time of day, we aim to isolate conditions and situations where the respective cloud and radiation schemes operate poorly and identify aspects of the parameterization schemes that are causing these simulation errors.

While surface based radiation observations offer accuracy at high temporal resolution, they do not allow full evaluation of the simulated SRB and cloud cover across the entire North America. In order to compare the RCMs over wider geographical domain we first evaluate ISR, DLR and cloud cover for various possible observational surrogate datasets: ERA40 (ECMWF Reanalysis), NARR (North American Regional Reanalysis, NCEP) and ISCCP (International Satellite Cloud Climatology Project).
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Majid Habibi Nokhandan 1, Fatemeh Abassi 2, Azade Goli Mokhtari, 3 and Iman Babaeian 4

1. Assistant Prof (ASMIRC) and Director of CRI, habiby_2001@yahoo.com
2. Msc of Meteorology - Climatological Research Institute (CRI)
3. Phd Student of Geomorphology
4. Phd Student of Climatology, Tabriz University and deputy of Kh. Razavi Met office Mashad, I.R. of Iran.

In this paper, we modeled the climate of Iran for future periods. Each period is a 30-years period centered on a year. The range of periods is from 2000 (i.e., 1986-2015) to 2100 (i.e., 2086-2115). This was made using 2 General Circulation Models (ECHAM4 and HadCM2) and 18 IPCC scenarios. MAGICC-SCENGEN was used as a tool for downscaling GCM low resolution output data. Result of HadCM2 model shows a 2.5% decrease in precipitation until 2100 but ECHAM4 shows a 19.8% increase for this period. Another difference between results of these 2 models is that HadCM2 predicts an increase in precipitation in next decades for Mazandaran, Golestan, Khorasan Shomali, Khorasan Razavi, Semnan, Tehran and some parts of Gilan and Ghaanzvin provinces, while ECHAM4 predicts a decrease for that regions. HadCM2 predicts precipitation decrease for southeast of country (Hormozgan, Kerman, Bushehr, south of Fars and some parts of sistan va Baloochestan, but in ECHAM4 that regions will have precipitation increase in similar period. About temperature, both HadCM2 and ECHAM4 agree in temperature increase in next decades for all provinces. These 2 models predict, on the average, 3 to 3.6°C increases in temperature until decade 2100. Maximum increase in decadal temperature in ECHAM4 is about 1°C more than HadCM2 and both of them are in conformity with each other in spatial distribution of decadal temperature.
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1. Introduction
Predictability of the atmosphere on seasonal time scales mostly depends on lower boundary forcings such as sea surface temperature, surface albedo, soil moisture and snow cover. They are defined on global scales and have influence on distant regions. Therefore, seasonal forecasts are made with global coupled atmosphere, ocean and land surface models. One way of increasing spatial and temporal scales of a global model’s results is dynamical downscaling by a regional climate model. In this study we used the 50-km Regional Climate Model (RegCM, Pal et al. 2007) to dynamically downscale ECMWF experimental seasonal integrations from the EU ENSEMBLES project. Due to uncertainties in initial conditions and uncertainties in integrations from the EU ENSEMBLES project, probabilistic forecasts of summer 2m temperature has been done for both models.

2. Experiments
Dynamical downscaling has been done for nine-member ensembles for summer (July-September, JAS) season for the 11-year period (1991-2001). RegCM domain covered central and southern Europe and the Mediterranean. The data from Climatic Research Unit (CRU) from University of East Anglia (New et al. 2002) were used for verification.

3. Methods of analysis
Probabilistic verification of seasonal ensemble integrations for global and regional model is made with emphasis on Brier score, reliability and resolution. Brier score is the mean squared error of the probability forecasts (Palmer et al. 2000 and Wilks, 2006):

\[ BS = \frac{1}{N} \sum_1^N (p_i - v_i)^2, \quad 0 \leq p_i \leq 1, \quad v_i \in \{0,1\} \]

where \( p_i \) is probability, \( v_i \) is observation and \( N \) is the number of forecast-event pairs over all ensemble members and grid points in 11 years. Probabilities are calculated as a fraction of ensemble members predicting particular event forming 10 probability bins. Reliability diagrams are constructed by plotting hit rate (HR) for each probability bin against corresponding forecast probability. HR for each probability bin is defined as:

\[ HR_n = \frac{O_n}{O_n + NO_n} \]

where \( n \) is the number of \( n^{th} \) bin, \( O_n \) is number of observed occurrences and \( NO_n \) number of observed non-occurrences in each probability bin.

Relative operating characteristic (ROC) diagrams are constructed by plotting hit rate against false alarm rate (FAR) for accumulated probability bins (i.e. for each probability threshold \( P_n \)).

For each probability threshold \( P_n \) HR and FAR are defined as:

\[ HR_n = \frac{\sum_{i=1}^{N} O_i}{\sum_{i=1}^{N} O_i + \sum_{i=1}^{N} NO_i} \]
\[ FAR_n = \frac{\sum_{i=1}^{N} NO_i}{\sum_{i=1}^{N} NO_i} \]

where \( N \) is total number of probability bins.

4. Results
Skill measures have been calculated for 2m temperature anomalies for the summer season for the whole regional model domain and southern part of the domain (south of 48°N). Brier score, reliability diagram and relative operating characteristic were determined for three events: JAS 2m temperature anomaly above normal (0.0 K), above 0.1 K and 0.5 K. According to all skill measures for temperature anomalies above normal, both models have better results for the southern part of the domain than for the entire domain indicating an increased potential seasonal predictability for south Europe.

Brier score, which is negatively oriented, for global model in the southern part is 0.20, and for the whole domain 0.25. Forecasts are more reliable in the southern part of the domain, which is indicated by the proximity of the curve to the diagonal line in reliability diagram in Fig. 1.

![Figure 1. Reliability diagram for global (upper panels) and regional model (lower panels), for entire (left) and southern part of the domain (right) for JAS 2m temperature above normal.](image-url)
For relative operating characteristic, measure of skill is given by the area under ROC curve (A). Perfect forecasts will have A=1, and no-skill forecasts will have A=0.5. For global model and the entire domain A=0.65, and in the southern part A=0.76 (upper panels in Fig.2).

Figure 2. Relative operating characteristic for global (upper panels) and regional model (lower panels), for entire (left) and southern part of the domain (right).

We obtained similar results for both models for the other two thresholds, Table 1, gives a summary of Brier scores and areas under the ROC curves for both models/domains and all thresholds. In all cases (both domains and all thresholds) the global model is more skilful than the regional model.

Table 1. Brier score (BS) and area under the ROC curve (A) for both models/domains and all thresholds.

<table>
<thead>
<tr>
<th>threshold</th>
<th>0.0 K</th>
<th>0.1 K</th>
<th>0.5 K</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BS A</td>
<td>BS A</td>
<td>BS A</td>
</tr>
<tr>
<td>entire domain</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ECMWF</td>
<td>0.25 0.646</td>
<td>0.25 0.652</td>
<td>0.22 0.659</td>
</tr>
<tr>
<td>RegCM</td>
<td>0.26 0.603</td>
<td>0.26 0.607</td>
<td>0.23 0.610</td>
</tr>
<tr>
<td>southern Europe</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ECMWF</td>
<td>0.20 0.760</td>
<td>0.20 0.760</td>
<td>0.18 0.732</td>
</tr>
<tr>
<td>RegCM</td>
<td>0.22 0.702</td>
<td>0.22 0.701</td>
<td>0.19 0.685</td>
</tr>
</tbody>
</table>
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1. Introduction

Cutoff low pressure systems (COLs) are usually closed circulations in the middle and upper troposphere developed from a deep trough in the westerlies (Palmén and Newton, 1969). These systems are different of other upper level lows because become completely detached from the main westerly current. COLs intensity is higher in the upper troposphere, decreasing downward. The troposphere below COLs is unstable and convective severe events can occur, depending on surface conditions.

COLs have been extensively studied in the Northern Hemisphere (Nieto et al., 2008 and their references), but much less attention has been paid to those occurring in the Southern Hemisphere (SH). Fuenzalida et al. (2005) determined a climatology of COLs over the SH from 1969 to 1999. It was observed that the COLs tend to occur over three main continental areas: Africa, Australia and South America (SA). Marked seasonal cycles with winter maxima were found in SA and Africa but not over Australia. On the other hand, Campetella and Possia (2007) found higher COLs frequency in fall over SA from 1979 to 1988. Garreaud and Fuenzalida (2007) simulated a case of COL over the subtropical southeast Pacific during March 2005 (near SA western coast). The model used by these authors simulated well the COL and it allowed a detailed three-dimensional structure description, as well as an evaluation of the vorticity and temperature budgets. Another experiment without Andes topography was done and the COL exhibited similar position, strength, and extension as in the control simulation. This indicates that the Andes has little influence on COL’s formation and intensification. Climatological simulations using regional climate models are rare. In this work we try to simulate COLs over SA and South Atlantic Ocean from 1990 to 1999 using a Regional Climate Model, RegCM3.

2. Methodology

2.1 RegCM3 and Simulations

The RegCM3 is a primitive equation model, compressible, and in the sigma-pressure vertical coordinate (Pal et al. 2007). For RegCM3 applications, different physical parameterizations scheme options are available. In this study, the surface turbulent fluxes over the ocean were parameterized using the Zeng scheme (Zeng et al., 1998) and the moist processes were parameterized following the Grell convective scheme (Grell, 1993) with the Fritsch-Chappell closure (Pal et al. 2007).

The simulation was carried out from September 1989 to the January 2000 in a domain between 84°W-15°E and 60°S-5°S. The atmospheric initial and boundary conditions are from R2 NCEP reanalysis (Kanamitsu et al. 2002). Over the ocean, the sea surface temperature (SST) monthly mean has a horizontal resolution of 1.0° x 1.0° (Reynolds et al. 2002). The topography and land data are specified by using the 10° horizontal resolution global archives from, respectively, United States Geological Survey (USGS) and Global Land Cover Characterization (GLCC), described by Loveland et al. (2000). The simulation used 60 km of horizontal resolution and 18 sigma-pressure vertical levels (model top at 80 hPa).

2.2 COLs Identification

The COLs were identified using the objective method by Nieto et al. (2005) based on imposing the three main physical characteristics of the conceptual model of COLs (Winkler et al., 2001): the 200 hPa geopotential minimum, cutoff circulation, and the specific structure of both equivalent thickness and thermal front parameter fields. This first identification was done using R2 NCEP reanalysis with 2.5° x 2.5° resolution; the second one was made using RegCM3 data. Due the different data resolution, the RegCM3 data were interpolated to the same grid as R2 NCEP reanalysis to eliminate small scale noise and guarantee that we were seeking the same type of systems in both databases.

3. Results

Figure 1a shows all grid points that fulfilled the exigencies of the COLs algorithm using R2 NCEP. Higher frequency of COLs is found over the continent between 25°-40°S and 70°-50°W. This spatial distribution is similar to Fuenzalida et al. (2005) and Campetella and Possia (2007) climatologies. Figure 1b shows RegCM3 simulation. This result points to that RegCM3 underestimates the COL number over the continental area between 25°-40°S and overestimates over the central part of South Atlantic Ocean (30°-20°W), and between 10°-20°S. The cause of differences between R2 NCEP and RegCM3 COLs climatologies was investigated computing the geopotential height and air temperature differences at 200 hPa during 1990.

The difference field (Figure 2a) shows that the RegCM3 simulates higher (lower) geopotential height than R2 NCEP in the region where underestimates (overestimates) COLs. Since the COLs are identified using geopotential minimum, this can explain the absence of COLs in the RegCM3 simulations near Paraguay-Uruguay region and the excessive frequency of COLs at lower latitudes from 15°S. Other fact is that the RegCM3 is colder poleward 40°S and warmer equatorward 40°S (Figure 2b) that implicates a more intense upper level jet (Reboita, 2008). This is unfavorable to COLs’ detection because these systems need weaker winds to detach from the main westerly current.

4. Conclusions

The purpose of this work was evaluating the performance of the RegCM3 model to simulate the spatial distribution of COLs over SA and South Atlantic Ocean during 1990-1999. The simulation was compared with R2-NCEP reanalysis. The results show that RegCM3 is not the best regional model to identify COL systems. The higher geopotential height and warmer air at 200 hPa level reproduced by the model could explain the absence of COLs surrounding Paraguay-Uruguay region in the RegCM3 simulation. The opposite pattern could be
responsible for the excessive simulation of COLs between 10°-15°S.
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Figure 1. Number of COL points from 1990 to 1999: (a) R2 NCEP and (b) RegCM3.

Figure 2. RegCM3/R2-NCEP average difference of a) geopotential and b) air temperature at 200 hPa for 1990.
Relative role of domain size, grid size, and initial conditions in the simulation of high impact weather events
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1. Summary
The limited domain, and the associated artificial lateral boundaries, introduces several uncertainties and errors into simulation of Limited Area Models (LAM). The size of the model domain with its implicit geographical coverage also implicitly determines the large-scale dynamics and terrain effects. Thus, domain size and resolution together will determine the spectrum of resolved scale and the nature of scale interaction in the model dynamics. A comparative, comprehensive and quantitative estimation of the relative role of domain size, horizontal grid size (horizontal grid spacing) and initial condition in the simulation of mesoscale events is however, lacking. We investigate this issue using a mesoscale model (MM5V3) with respect to heavy rainfall event with a series of ensemble (5 initial conditions) simulations. We first use a high-resolution (10-km) bench mark simulation to show the model’s performance in simulating extreme rainfall events. The sensitivity simulations (varying domain size and grid distance) are carried out at coarser resolutions in view of the large number of simulations involved, and as our emphasis is on relative roles and not on precise forecast. Our results show that along with initial conditions and grid distance the size of the domain also significantly affects simulated quantities like total rain, maximum rain and other dynamical fields. While the quantitative aspects of this conclusion are likely to change based on type and location of the event, the results show that domain size play as much an important role as that of horizontal resolution and initial condition in the simulation of high impact weather events like heavy rainfall.

2. Introduction
Genesis and evolution of mesoscale events are strongly determined by local inhomogeneities of boundary forcings in addition to non-hydrostatic dynamics that is characterized by small spatial scales. Limited area or mesoscale models (LAM) thus continue to be the most popular and effective tools for simulating and forecasting mesoscale events. Numerous studies have demonstrated the ability of high resolution mesoscale models to successfully simulate high impact weather events like extreme rainfall and their associated synoptic features. A necessary price for such high horizontal resolution, however, is a small numerical domain of integration due to computational constraints. In reality, both resolution and the size of the mesoscale domains play critical role in the quality of the simulation. The size of the domain implicitly determines the large-scale dynamics and terrain effects, while the horizontal resolution determines the smallest resolvable scale. Thus the size of the domain and the resolution together determine the spectrum of resolved scales and the associated scale interaction in the model dynamics. Warner et al (1997) described the Lateral Boundary Conditions (LBC) as potential limitation and an inevitable problem of regional weather prediction. Giorgi et al (1999) discussed the importance of the choice of model domain in mesoscale simulation and concluded that it was not feasible to evolve general criteria for the choice of model domain but to depend largely on trial and error approach. One of the necessary requirements in mesoscale simulations to minimize the adverse impact of lateral boundary condition on the model solution is to keep the lateral boundaries away from the region of interest (Pielke, 2002). The question of relative sensitivity of domain size, horizontal grid distance and initial conditions on the quality of mesoscale simulation, however, has not yet been studied in depth in the context of high impact weather events. The objective of the present study is to investigate this issue in the context of high impact weather event occurred in Indian Monsoon region.

3. Brief Synoptic Description of the Event
The extreme rainfall event that flooded the metropolis of Mumbai on the west coast of India (72.52E and 18.52N) was an intense and highly localized meso-scale (meso-β) convective system, with a spatial scale of only about 30 Km. It was also a short-lived system, with recorded rainfall of around 94 cm in 24 hours between 26-27th July 2005, with most of the rainfall occurred in the afternoon of July 26th, 2005. Satellite pictures had shown the event as a centre of intense precipitation along with a few other precipitation centers in the west-east direction. Satellite images also showed deep cloud system (one form east and the other from Arabian Sea) over the region. The overall synoptic situation was that of intense convective activity with strong continuous convergence of offshore winds (westerlies).The other features were; the presence of low pressure system (22N, 85.5E) and its associated cyclonic circulation up to 300mb, offshore trough was also seen at 10N-20N.

4. Design of Experiments
In our study we have considered Extreme Rainfall Event occurred over Mumbai (west coast of India, July 26-27, 2005). Fifth generation NCAR /Penn State mesoscale model (MM5V3) was used in this study. This is a non-hydrostatic model [Dudhia, 2004] with multiple choices for parameterization of various processes like cumulus convection, Planetary Boundary Layer (PBL) and nesting capability. All simulations in this study were carried out with a single domain and with same physics options (cumulus parameterization-Anthes-Kuo, Boundary Condition-Relaxation., Microphysics-Simple Ice, Radiation Scheme- Dudhia, Vertical levels-23). We have considered three grid distances (90, 60 30 and 10-km) in our study to examine the relative role of domain size and horizontal grid distance in the simulation of extreme rainfall event. While it could be argued that proper simulation of mesoscale events require much higher grid distance, the focus here is on quantitative assessment of relative roles of domain size versus grid distance through large number of sensitivity studies. Seven domains (D1 to D7, Fig.1.) of varying longitudinal and latitudinal extent were chosen for this study, out of which five domains (D2 to D6) were common to all the three grid distances (90, 60
and 30km). Domains D1 (90 and 60-km) and D7 (90-km) were considered for only coarser grid distance due to computational constraints. Domains D4 and D5 which have same longitudinal extents but different latitudinal extents were re-run to verify and validate results at finer grid distance. As mentioned above, the larger scales simulated in model dynamics will depend not only on the size of the domain but also on the geographical coverage. The seven domains were thus chosen to provide an ensemble of large-scale dynamics and terrain effects as affected by different domains. For each of the domains mentioned above, the model was integrated for 5 days starting from five different initial conditions 6-hours apart beginning from 00UTC, 24th July 2005. Although the event was highly localized in both space and time, we have considered a spatial window of 2°x2° centered on the general event location and a time window of 24-hour (06UTC, 26th July to 06UTC, 27th July 2005) for diagnosis and analysis.

The effects of changes due to longitudinal or latitudinal extents or both on the 24-hour accumulated area averaged rainfall ($R_{av}$) and the maximum rainfall ($R_{max}$) were analyzed. The results are from ensemble average simulations with the five leads (initial conditions) described above. It was shown that changes in the domain size results in significant changes in $R_{av}$ and $R_{max}$. It was true for domains of different resolutions as well. This variability of $R_{av}$ and $R_{max}$ due to change in domain size and coverage in terms of Standard Deviation (SD) as percentage of mean across different domains was in the range of 30 to 40 % and 34 to 40 % respectively. It was seen that effects of change in the domain size in general are larger for lower resolutions. This implies the need for an optimum model configuration with appropriate domain size or ensemble of domains and resolution to resolve both ends of the spectrum of scales. We next examined the relative role of resolution on $R_{av}$ and $R_{max}$. Dispersion of forecasts due to changes in initial conditions provides both a measure of reliability of the forecasts and a measure of variation in mesoscale forecasts due to changes in the large scale conditions (initial fields). In particular, we expect the response to different initial conditions to be a strong function of the domain size and geographical coverage as the large scale fields evolve differently over different domains. Summary of the relative variability or sensitivity of $R_{av}$ and $R_{max}$ in terms of SD (as % mean) with respect to different domains, resolutions and IC’s are summarized in Table 1. As another measure of relative sensitivity of the simulations to domain size we have considered standard deviation (as % of mean) in terms of 24-hour accumulated total rain over event location ($R_{t}$) for different domains (with varying number of domains depending on the resolution). Time evolution of this standard deviation indicated that variation due to change of domain is typically 40 % and can be as much as 70 to 80%; in comparison a change of resolution doesn’t change this dispersion that significantly except at isolated hours and not more than by a factor of 2.

![Figure 1. Experimental domains.](image)

**Figure 1.** Experimental domains.

### 5. Benchmark Simulation

Due to large number of simulations involved, high resolution simulations (10-km) were carried out for only two domains (D4 and D5) which are comparable in size but vary in geographical coverage. These simulations and their comparison with observations are then used as benchmark for the acceptability of simulations with coarser resolutions. We then, compared the spatial distribution of 24-hour accumulated simulated rainfall for these domains at four horizontal resolutions (10, 30, 60 and 90-km) and found that a localized intense rainfall event around Mumbai was seen for all the resolutions and for both the domains. In particular, both high (10-km) and coarse (30-km) resolution simulations could capture the distribution reasonably well especially in terms intensity when compared with satellite data.

### 6. Results and Discussion

Comparison of spatial distributions of 24-hour (event window) accumulated, simulated ensemble rainfall based on five initial conditions for five domains of 30-km resolution with satellite data has shown considerable inter-domain variations in the simulated distribution of rainfall. Simulations with resolutions of 90 and 60 km also have shown significant variations in the distribution and intensity of the simulated rainfall with the size and geographical coverage of the domain. This inter-domain variability in the distribution of rainfall is profound at higher grid spacing. It was also found that the domain D5 (which included equatorial belt) simulated the observed distribution better than all the other domains, and for all the three resolutions.

<table>
<thead>
<tr>
<th>Rain</th>
<th>Model Domain</th>
<th>Resolution</th>
<th>Initial Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_{av}$</td>
<td>30-40</td>
<td>10-30</td>
<td>11-50</td>
</tr>
<tr>
<td>$R_{max}$</td>
<td>34-40</td>
<td>21-43</td>
<td>6-40</td>
</tr>
</tbody>
</table>
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1. Introduction

Multi-model combination (MMC) is a pragmatic approach to estimate the range of uncertainties induced by model error. MMC is now routinely applied on essentially all time scales, ranging from the scale of weather forecasts to the scale of climate-change scenarios, and its success has been demonstrated in many studies (e.g. Palmer et al. 2004). Simple multi-models can be easily constructed by pooling together the available single model predictions with equal weight. However, given that models may differ in their quality and prediction skill, it has been suggested to further optimize the effect of MMC by weighting the participating models according to their prior performance (e.g. Giorgi and Mearns 2002). How can such weights be objectively estimated? How robust are such estimates, and what are the consequences if “wrong” weights are applied, i.e. if the weights are not fully consistent with the true model skill? It is the aim of this study to discuss these questions at the example of seasonal forecasts as well as synthetic toy model forecasts, i.e. prediction contexts where a sufficient number of training and verification data is available. Potential implications of the results for the construction of weighted RCM multi-models will be discussed.

2. Model weighting in seasonal forecasting

The weighting method presented in this study has been described in detail in Weigel et al. (2008). Essentially, optimum weights are obtained by minimizing a universal skill metric called ignorance (Roulston and Smith 2002), a score which is derived from information theory. The ignorance quantifies the information deficit (measured in bits) of a user who is in possession of a probabilistic prediction, but does not yet know the true outcome. This metric has its fundamental justification in the fact that it is the aim of any prediction strategy to maximize the available information about a future event, respectively to minimize the information deficit. The method has been applied and tested in cross-validation mode on a set of 40 years of hindcast data from two models of DEMETER database (Palmer et al. 2004). The models have been combined (a) with equal weights and (b) with optimum weights. The weights have been determined grid-pointwise. The corresponding skill maps (skill metric: debiased ranked probability skill score, RPSSd, Weigel et al. 2007) are shown in Fig. 1 and reveal that, on average, model weighting can improve the prediction skill significantly.

3. Weight robustness

The success of weighted MMC depends on the robustness of the weights obtained. For the example shown above the average uncertainty of the weight estimates is, despite 40 years of available reforecasts, on the order of 10%. The uncertainties grow if the number of independent training data decreases. Model weighting in the context of climate change scenarios is particular problematic, since the verification context is strongly limited to a few, rather dependent samples. To evaluate the potential effects of these uncertainties more systematically, a stochastic and Gaussian forecast generator has been applied to generate large numbers of multi-model forecasts (consisting of two models) and corresponding verifying observations. The combination has been carried out (i) with equal weights (this is the benchmark), (ii) with optimum weights, and (iii) with perturbed weights.

Figure 1. Skill maps (RPSSd) of combined seasonal forecasts (June, July, August; initialization 1 May) of 2m temperature for the period 1960-2001. Two models (ECMWF’s System 2 and the UK Met Office’s GloSea 2) from the DEMETER database have been combined (a) with equal weights, and (b) with optimum weights (determined grid-pointwise).

The toy model experiments confirm that the forecast information content can be substantially improved by weighted multi-models. However, they also show that even more information can be lost if the uncertainty in the weights becomes too large, i.e. if the weights which are applied are not consistent with the true model skill. This
can be seen in Fig. 2, where the information gain or information loss with respect to unweighted multi-models is shown for (i) optimally weighted multi-models and (ii) randomly weighted multi-models.

Figure 2. Information gain/loss of weighted multi-models (black: optimum weights; red: random weights) with respect to unweighted multi-models, plotted as a function of skill-difference between the two participating single models. Each value represents the average of 100,000 toy model combination experiments.

4. Implications for the combination of RCMs

The key conclusion to be drawn from this study is that the application of a weighting method can significantly enhance the prediction quality of a multi-model. However, it is essential that robust weights are applied, since otherwise more information may be lost than can potentially be gained. While the issue of weight estimation is already challenging in the context of seasonal forecasts, particularly if only a short number of independent training data is available and more than two models are to be combined, it is even more complicated in the context of climate change scenarios with RCMs, because:

- The assumption must be made that weights obtained on the basis of a present or past control climate equally hold under different climate conditions in the future.
- The predictand is typically a climate change signal and is as such evaluated over long time periods (on the order of decades). Consequently, the number of independent training data to obtain an optimum weighting is much smaller than in the case of seasonal forecasts.
- The quality of coupled GCM-RCM climate change scenarios is not only determined by the RCM quality alone, but also by the quality of the driving GCMs. Weights determined on the basis of observation-driven RCM control runs may therefore not be representative for the overall skill of a coupled GCM-RCM scenario.

When climate change scenarios are to be estimated on the basis of weighted RCM-multi-models, these aspects should be considered and their potential impacts on scenario reliability estimated.

Acknowledgments

This study was supported by the Swiss National Science Foundation through the National Centre for Competence in Climate Research (NCCR Climate).

References


High-resolution simulation of a windstorm event to assess sampling characteristics of windstorm measures based on observations
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1. Background

Extra-tropical cyclone frequency and intensity are currently under intense scrutiny because of the destruction recent windstorms have brought to Europe, and because they are a major meridional heat transport mechanism that may respond to differential latitudinal warming trends. There are two fundamental questions that arise in this context; how has the wind climate varied back in time; and what future variations and possible changes do the climate change scenarios suggest? The former question is analysed using observational data, mainly indirect measures based on sea-level pressure that is less influenced by inhomogeneity problems compared to direct wind observations (Carretero et al., 1998). The latter question is addressed using climate models scenarios (e.g Ulbrich et al., 2008, Weisse et al., 2009).

The two different data types have sampling characteristics: observational point data from (usually rather sparse) station networks and observation frequency of typically 2-4 times per day, and gridded climate model data, typically having 20-50 km spatial resolution (regional models) or 100-250 km (global models) and temporal frequency of 0.5-6 h. To gain insight in how these two sources of information on historic and future wind climate can be related to each other the effect of these differences need to be assessed.

Here we use the high-resolution NWP model AROME (http://www.cnrm.meteo.fr/gmap/accueil.html) to analyse the sampling properties of several common measures of observed wind conditions. The measures include high percentiles of geostrophic wind (Schmidt and von Storch, 1993; Alexandersson et al. 1998, 2000; Trenberth et al. 2007; Matulla et al. 2007), and Eulerian storminess indices (Alexandersson et al. 1998; Carretero et al., 1998; Bärring and von Storch, 2004; Bärring and Fortuniak, 2009).

2. Data and Methods

The AROME (“Applications of Research to Operations at Mesoscale”) non-hydrostatic NWP model is currently under development by an international consortium lead by CNRM and MétéoFrance and involving collaboration with SMHI (Andrae, 2006) and others. For this experiment AROME is used to downscale the Gudrun windstorm event that caused severe damage in southern Sweden. The domain covers southern Sweden (Fig. 1) and surroundings with a resolution of 2.5 km. The simulated period runs from 2005-01-08 00UTC to 2005-01-09 00UTC. Initial conditions and lateral boundary conditions are taken from the operational Hirlam 11 km analysis. The time-step is 30 s and data is stored for every 10 minutes.

The simulated surface pressure was evaluated using available SYNOP and automatic stations (Figure 2) before transforming to mean sea-level pressure (MSLP). The simulated pressure is close to the observed pressure despite no data assimilation was used (Figure 2). The minor discrepancies are not important because the focus is not on an exact representation of this specific windstorm event, but rather to get a spatially complete coverage of a realistic windstorm event to sample from.

Geostrophic winds were then calculated from 10 000 randomly placed triplets of gridcells (Figure 3). The gridcells were selected so that the triangles were approximately equilateral within 20% at 500 km, as well as at 250 km thus mimicking different station network densities.

![Figure 1](image1.png)

**Figure 1.** Left: Topography and land/lake/sea mask of the domain used in the AROME simulation. Right: MSLP of the Gudrun windstorm at 20050108 18UTC.

![Figure 2](image2.png)

**Figure 2.** Temporal evolution of the average surface pressure at 61 stations (red) and the corresponding simulated values (green).

![Figure 3](image3.png)

**Figure 3.** Left: Five randomly located pressure triangles having gridcell spacing of ~500 km and their centres. Right: The spatial coverage produced by 10 000 randomly located triangles.
The Eulerian storminess indices were taken from Bärring and Fortuniak (2009):

i. the annual number of pressure observation below 980 hPa ($N_{p<980}$),

ii. annual number of absolute pressure tendencies exceeding 25 hPa/24 h ($N_{\Delta p/\Delta t}$),

iii. intra-annual 99-percentile of the absolute pressure differences in 8 h ($P_{99\%\Delta p/\Delta t}$).

Because we analyse only one windstorm event, the indices as such cannot be calculated. But the underlying measure of storm intensity is for i) the occurrence of pressure below the threshold 980 hPa, and for ii) and iii) the occurrence of $|\Delta p|/\Delta t$ above combinations of thresholds and timesteps.

3. Results

We calculate basic statistics of geostrophic windspeed (cf. Figure 4 for an example) and analyse how different observation intervals influence the statistics.

![Figure 4. MSLP and geostrophic wind vectors (n=200) at 2005-01-09 00UTC (near peak storm intensity), min=32.8 m s$^{-1}$, mean=41.9 m s$^{-1}$ and max=54.3 m s$^{-1}$.](image)

Figure 4 shows that with high-frequency air pressure measurements the index $N_{p<980}$ would identify a windstorm for roughly 60% of the region. The region of guaranteed detection – i.e. the region where the longest uninterrupted time period below the threshold is longer than the sampling interval - successively contracts towards N, and finally towards NE when the sampling frequency decreases (Figure 5 right).

![Figure 5. Left: Minimum MSLP for all timesteps. Right: Longest period (3h intervals) the MSLP stays below 980 hPa. This indicates the region of guaranteed detection of the windstorm using the $N_{p<980}$ index given different observation frequencies.](image)

From Figure 5 (right) it is clear that the calculated geostrophic wind will be sensitive to the position of the individual stations (gridcells) making up the triangles. This is clearly evident in Figure 6 where widely different continuous periods of geostrophic winds above 25 m s$^{-1}$ are mixed. The only geographic stratification is that the longest periods are confined to a smaller region slightly more to the east. While geostrophic windspeeds exceeding 25 m s$^{-1}$ are infrequent in southern Scandinavia (about 2% of the time), the Gudrun event was one of the most intense windstorms observed in Sweden. The rather long periods shown in Figure 6 is thus not surprising but show that with most common sampling frequencies the Gudrun windstorm would have been detected by a geostrophic wind index using 25 m s$^{-1}$ as threshold for windstorms.

4. Concluding remark

We have in this initial study shown that a high-resolution gridded dataset can be useful for assessing sampling characteristics of several storminess indices. This analysis of a high-resolution simulation of one extreme windstorm will be complemented with a similar analysis a gridded data set covering a longer time period.
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MesoClim – A mesoscale alpine climatology using VERA-re-analyses

Benedikt Bica, Stefan Sperka and Reinhold Steinacker

1. Introduction

Many efforts are being made in the quantitative capture of regional-scale climate changes and the assessment of socio-economic consequences of future climatic conditions. The present study is intended to provide insight into the mesoscale climatic conditions and their recent change in the Alpine region. The work is being done within the MesoClim project, carried out at the Department of Meteorology and Geophysics at the University of Vienna and funded by the Austrian Science Fund, FWF.

2. Data

Observation data were retrieved from ECMWF’s MARS and ERA40 archives and were complemented by additional station data from the national weather services of Austria, Germany and Switzerland in order to obtain a very dense observation network (Fig. 1).

Figure 1. MesoClim-stations and analysis domain. Analysis domain size: 3000 km x 3000 km.

The observations used within MesoClim range back to the early 1970s and thus encompass a time period of 35 years (1971-2005, Fig. 2). The data is checked with a multilevel quality control tool and further processed with the VERA analysis method.

3. VERA

VERA (Vienna Enhanced Resolution Analysis) is a high resolution analysis and downscaling tool with embedded quality control, which is particularly intended for use over complex topography. The basic philosophy of VERA is to use physical a priori knowledge (the so-called fingerprints) of typical meteorological patterns that occur over complex terrain. If the fingerprint patterns are a priori known, their signals can be detected in data-rich regions and they can subsequently be impressed to the field in data-sparse regions, i.e. data is transferred from data-rich to data-sparse regions.

Hence, VERA enables the user to efficiently downscale meteorological information without making use of any further model input, i.e. it is data self-consistent. VERA is related to the thin-plate spline method, but calculation is done by using finite differences.

4. Data processing and main achievements

VERA is used to provide a spatially (2 to 16 km) and temporally highly resolved climatology of the Alpine region. The analyses are calculated in 3-hourly intervals for the entire MesoClim dataset and for the following parameters:

- mean sea level pressure
- potential temperature
- equivalent potential temperature
- wind
- precipitation

Reanalyses are currently carried out, with first evaluations being already on hand. The main achievements of MesoClim are expected to comprise amongst others

- high resolution reanalyses of air mass characteristics in terms of equivalent potential temperature for a climate normal period
- investigation of the mesoscale flow patterns over the Alps for a climate normal period
- climatological evaluation of 3-hourly isallobaric fields over the Alps.
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1. Introduction

The EU FP6 research project CECILIA deals with Central and Eastern European climate change. Regional climate models are being run in very high resolution, around 10 km, for Central European areas. Various impacts models are also being employed, using this high-resolution climate model output in order to study future changes of e.g. agriculture, forestry and pollution.

One important aspect of the project is the analysis of changes in various extremes indices based on daily values of temperature and precipitation. For validation purposes an unprecedented collection of observational data has been collected from the involved national meteorological and hydrological services of the region.

In this study, relevant extremes indices will be presented both based on observations and on climate simulations. Both validation and climate change will be discussed.

2. Extremes Indices

In the CECILIA project a list of more than 100 extremes indices has been constructed through discussions between national meteorological services in Central Europe and regional climate modelers, and based on existing indices collections from STARDEX, ETCCDI and ECA&D.

The entire set of indices has been calculated for the ENSEMBLES and PRUDENCE data sets of regional model output, as well as for the ECA&D collection of station observations (Klein Tank et al. 2002) and the ENSEMBLES gridded observations (Haylock et al. 2008). Furthermore, the involved meteorological services have provided many indices at a density of observation stations, which has not been seen for the Central European area before.

Finally, output from the high-resolution regional climate simulations of the CECILIA project will be calculated and included as far as possible.

We will present and compare results here.
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Figure 1. 99th percentile of daily precipitation for a) ECA&D and b) a set of ENSEMBLES simulations.
Dynamical downscaling of surface wind circulations over complex terrain
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Estimating and/or forecasting the surface wind flows over a region is important for quite different applications such as the transport and dispersion of pollutants over an area, the extinction of forest fires, or the decision making involved with risk meteorological situations associated with strong winds. Recently, there is an increasing demand of wind estimations and forecasts by the wind energy sector as a consequence of its large development experimented during the last years. Accurate wind estimations at the regional scale can be used to identify potential locations adequate for its wind energy exploitation. In turn, the forecast is useful in routine activities on the already existing wind farms. For instance, it can be used to identify adequate periods to perform maintenance operations on the wind turbines, or to estimate the wind power production of the wind farms.

The surface wind behavior over a region largely depends on the large scale atmospheric circulations over the area, and its particular topography which strongly modify the large scale circulations through channeling, forced ascents, blocking, etc. Topography is also capable to generate thermally driven circulations associated with a differential surface heating. An example of these kind of circulations are the up- and down valley winds or the mountain-plain system circulations (Whiteman 2000). Increasing terrain complexity produces a rich variability on the surface wind field converting its estimation into a challenging issue.

Regional climate models (RCMs) are a standard tool used to provide estimations/forecasts of the surface wind field. These models allow to achieve a high spatial resolution without compromising in excess the computational resources required to accomplish the estimation. RCMs can provide a realistic representation of the terrain features over a region, and therefore they are potentially appropriate tools to estimate the surface circulations over complex terrain areas. The model outputs should be compared to observations in order to confirm the capability of the simulation to reproduce the surface circulations.

The evaluation of model based estimations meets some uncertainties when comparison with local information is involved. Usually, in situ observations are compared against the nearest simulated grid points. However, two main reasons are worth to stress as responsible for the uncertainty introduced in this particular type of comparison. First, the simulated variables represent averaged quantities over atmospheric volumes whose comparison against in situ observations can be problematic at those locations affected by local features. Secondly, the discretization introduced by the simulation smoothes the complexity of the orography, which can cause that the simulated volume including the actual location of the stations is not the most representative one; being surrounding volumes more adequate. Reid and Turner 2001 compared the volume averaged wind from a coarse simulation (40 km) against averaged observations within the grid cells. Averaging the observations mitigates the influence of local effects on the time series (noise) and thus, enhances the regional signal providing more appropriated time series for comparison. This was reflected in stronger relationships than the traditional comparison between observations and nearest grid points.

The present study uses the Reid and Turner 2001 concept of regional evaluation to analyze the capability of a numerical simulation performed with the Weather Research and Forecast model (WRF, Skamarock et al. 2005) to reproduce the surface circulations over a complex terrain region. The evaluation is performed on a daily basis in order to mitigate the influence of thermally induced circulations and thus focus on dynamically induced circulations associated with the interactions between the orography and the atmospheric dynamics. The capability of the simulation to reproduce both the wind variability and the climatological flows is evaluated. Special emphasis is paid during the evaluation to understand the influence that the topography and large scale representation exert over the surface wind estimations.

Regional climate models (RCMs) are a standard tool used to provide estimations/forecasts of the surface wind field. These models allow to achieve a high spatial resolution without compromising in excess the computational resources required to accomplish the estimation. RCMs can provide a realistic representation of the terrain features over a region, and therefore they are potentially appropriate tools to estimate the surface circulations over complex terrain areas. The model outputs should be compared to observations in order to confirm the capability of the simulation to reproduce the surface circulations.

The evaluation of model based estimations meets some uncertainties when comparison with local information is involved. Usually, in situ observations are compared against the nearest simulated grid points. However, two main reasons are worth to stress as responsible for the uncertainty introduced in this particular type of comparison. First, the simulated variables represent averaged quantities over atmospheric volumes whose comparison against in situ observations can be problematic at those locations affected by local features. Secondly, the discretization introduced by the simulation smoothes the complexity of the orography, which can cause that the simulated volume including the actual location of the stations is not the most representative one; being surrounding volumes more adequate. Reid and Turner 2001 compared the volume averaged wind from a coarse simulation (40 km) against averaged observations within the grid cells. Averaging the observations mitigates the influence of local effects on the time series (noise) and thus, enhances the regional signal providing more appropriated time series for comparison. This was reflected in stronger relationships than the traditional comparison between observations and nearest grid points.

The present study uses the Reid and Turner 2001 concept of regional evaluation to analyze the capability of a numerical simulation performed with the Weather Research and Forecast model (WRF, Skamarock et al. 2005) to reproduce the surface circulations over a complex terrain region. The evaluation is performed on a daily basis in order to mitigate the influence of thermally induced circulations and thus focus on dynamically induced circulations associated with the interactions between the orography and the atmospheric dynamics. The capability of the simulation to reproduce both the wind variability and the climatological flows is evaluated. Special emphasis is paid during the evaluation to understand the influence that the topography and large scale representation exert over the surface wind estimations.

The Comunidad Foral de Navarra (CFN) a complex terrain region located in the Northeast of the Iberian Peninsula is selected for the study (Fig. 1). The CFN is characterized by strong wind conditions that have favored the large development of the wind energy over the area. In addition, it has a reasonable dense network of surface observations with wind observations available since 1992. The CFN constitutes given the existence of observations and a relatively complex terrain an interesting area for evaluating the numerical simulation performance for future wind energy applications.

The complete observational period from 1992 to 2005 is simulated at a high horizontal resolution of 2 km over the CFN. This simulation provides both, a high spatial resolution to adequately represent the topography over the region, and a long simulated period to robustly analyze the large scale influence on the surface wind estimations. To our knowledge, there are no previous simulations that
analyzed the surface wind behavior over such an extended temporal period (over thirteen years) at such a high horizontal resolution (2 km).

The wind variability over the area is analyzed in a first step using the information from the observational network (Jiménez et al. 2008a). The analysis consists in the identification of areas of coherent wind behavior. This classification is accomplished with a twofold objective. In first place, it contributes to understand the surface wind variability over the CFN and secondly, it provides an appropriate framework to evaluate the simulation performance. The regionalization is accomplished by classifying together those observational sites with similar temporal wind variability. A total of four regions in concordance with the topographic features of the terrain are identified. The meridional wind variability is rather similar at the four subregions being the zonal wind variability which causes the differences between the subregions.

Evaluating the model performance at the regional scale provides certain advantages than the traditional evaluation at the sites (Jiménez et al 2008b). The averaging of the time series to obtain the regional ones mitigates the influence of local effects in the observational time series and representativeness errors in the simulated ones, enhancing the regional signal and thus providing more appropriated time series for comparison. The analysis reveals the capability of the WRF simulation to reproduce areas of coherent wind behavior.

A further understanding of the wind circulations over the CFN is obtained by analyzing the climatological surface flows over the area. This is accomplished by classifying the observed wind fields with similar structure into groups of typical surface circulation or wind patterns (WPs, Jiménez et al. 2009). The resulting classification is also used to evaluate the WRF simulation performance in reproducing the climatological flows over the area. A total of six WPs are identified. The WPs tend to show a northwest or southeast orientation of the flow. This result shows the strong influence that orography produces over the surface circulations, since the valleys over the region are mainly oriented in the NW-SE direction (Fig. 1). The WPs are more frequent in some seasons than others showing a certain annual evolution. In order to understand the large scale mechanisms that originate the regional circulations, the sea level pressure (SLP) fields over the area are classified into pressure patterns (PPs) and related to the WPs already identified. The relationships found between the PPs and the WPs reveal the strong influence exerted by the ageostrophic balance over the CFN surface circulations, and the wind intensification produced by the pressure gradient along the valleys.

The WRF simulation reproduces reasonable well the spatial structure of the flow of the WPs. However, the simulation underestimates the wind on the mountain stations (the windiest sites) and tend to overestimate the wind at the valley subregions (the less windy areas), causing an underestimate of the spatial variability of the wind speed field. This behavior is partially related with the smoother orography used in the simulation. However, there are some WPs under which the wind speed is underestimated over the valley subregions being this behavior contrary to the general tendency of underestimating the wind speed over the valleys. The knowledge of the synoptic forcings, the PPs, that generate the regional wind variability, the WPs, allows to look for possible explanations in the large scale. The analysis reveals limitations of the numerical simulation to reproduce certain large scale fields. In particular, the misrepresentation underestimates the pressure gradient along the valleys of the CFN which in turn produces the wind speed underestimation. Therefore, both the topography representation and the large scale reproducibility introduce biases on the surface wind simulation. This suggests that the potential improvement expected by increasing the horizontal resolution may be at least partially hampered if the large scale can not be appropriately represented.

In summary, the WRF simulation shows a reasonable good accuracy to reproduce the wind variability over the area, with certain biases in reproducing the climatological flow. This finding encourages to extend the simulation in order to analyze the wind variability over the CFN before 1992 when wind observations are very limited. A certain correction seems to be necessary to suppress the systematic errors introduced by the downscaling in order to extend our understanding of the climatological flows over the area. One possible correction could relay on the use of the SLP classification to correct the biases introduced in the wind estimations by each PP. The extended simulation can be used for instance to analyze the sustainability of the wind farms already installed in the region. This is an important issue at the view of the increasing humankind demand for electricity.
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1. Introduction

To date, multi-decadal dynamical downscaling simulations driven by the Reanalysis data have been completed over many regions (e.g., Vidale et al., 2003), but only a few are in very high resolution, which is required for application studies such as agricultural study or energy and water resources management. As one such very high resolution long-term simulation, Kanamitsu and Kanamaru (2007; KK07 hereafter) conducted a 10 km resolution run over California for a half-century. KK07 revealed that these simulations had better skill than the regional Reanalysis product, NARR, whose spatial resolution (32 km) is coarser than the dynamical downscaling simulations (10 km), because the current data assimilation system is incapable of effectively utilizing high-density near-surface observations, and places more weight on the initial guess produced by the regional high-resolution numerical model.

In this study, we conduct a similar long-term high resolution dynamical downscaling as CaRD10 over Japan. The product is hereafter called JP10. The major objective is to demonstrate that the dynamical downscaling is capable of reproducing small scale detail which agrees better with station observations than the coarse resolution analysis, without injecting small scale observation. To do so, the accuracy of JP10 will be compared with independent high density in-situ observation data, and how JP10 reproduces some historical extreme events will be also investigated.

2. Model and Observation

The Regional Spectral Model (RSM; Juang and Kanamitsu 1994) originates from the one used at the National Centers for Environmental Prediction (NCEP), but the code was updated with greater flexibility and much higher efficiency (Kanamitsu et al. 2005) at the Scripps Institution of Oceanography. The RSM utilizes a spectral method (with sine and cosine series) in two dimensions. A unique aspect of the model is that the spectral decomposition is applied to the difference between the full field and the time-evolving background global analysis field. The model configuration and the downscaling method in this study are basically the same as that of CaRD10 (10 km California Reanalysis Downscaling; Kanamitsu and Kanamaru, 2007) but for a domain covering Japan Islands (22.123°–49.163°N and 119.960°–151.577°E; shown in Figure 1a with topography) for 1948 to 2006, and with narrower lateral boundary nudging zones that extends only 2.5% of the total width in each of four lateral boundaries instead of 11.5% in CaRD10 to increase the useable domain.

As same as CaRD10, a spectral nudging scheme, i.e., scale selective bias correction (SSBC, Kanamaru and Kanamitsu 2007), is applied to the Reanalysis large scale thermodynamic fields for a 10 km horizontal resolution downscaling simulation, to reduce the growth of large-scale error spanning the regional domain. The scheme consists of three components: 1) dampening the large-scale (more than 1000 km scale) part of the wind perturbation toward zero, with dampening coefficient of 0.9, 2) removing the area average perturbation of temperature and moisture at every model level, and 3) adjusting the area mean perturbation logarithm of surface pressure to the corresponding difference of logarithm of surface pressure due to the area mean difference in the global and regional topography.

For verification of the JP10 dataset, this study uses hourly precipitation, surface temperature, and surface wind direction and speed from the AMeDAS re-statistic dataset (JMBSC, 2007), which is a surface meteorological observation dataset of 29 years (1976-2004) from over 1,300 Japanese automated meteorological data-acquisition system (AMeDAS) sites. These observation sites are distributed across Japan at intervals of about 20 km on average. The locations of all the observatories are shown in Figure 1b. These about 1300 sites are divided into 9 groups in accordance to the geographical divisions in Japan Meteorology Agency (JMA).

3. Results

Climatology

Figure 2 shows monthly climatology variations averaged over each of the nine AMeDAS regions. It is notable that there is significant systematic over estimation of precipitation all over Japan whereas air temperature is almost perfectly agreed. By intensive investigations, we found that this is due to the over correction of humidity field by this version of SSBC.

daily variations

As shown in Figure 2, downscaled daily variations of surface meteorology at one of the AMeDAS observatories in Okinawa Island are well reproduced, particularly for wind and air temperature. Precipitation includes errors in amount and timing. In Figure 3, daily air temperature in a month at each observatory is compared with those of JP10, and the distributions of their correlation coefficients are shown for four months (Feb., May, Aug. and Nov.) in 1976. This figure indicates that high frequency variations of the air temperature associated with the synoptic scale weather changes are accurately captured in the downscaled product (in average, more than 0.8 of correlation coefficient), whereas the original coarse scale Reanalysis could not reproduce them in this degree of accuracy. Note that the accuracy is relatively low in

Figure 1. (a) Domain and topography and (b) AMeDAS observatories location. Nine regions are classified as N-Hokkaido (red), S-Hokkaido (green), Tohoku (blue), Kanto (yellow), Chubu (pink), Kinki (sky blue), Shikoku (orange), Kyushu (purple), and Okinawa (light green).
summer particularly in the Pacific side, indicating that not only synoptic scale behavior but also finer scale feature may take an important role by, such as, localized disturbances. The wind fields are similarly reproduced as air temperature (figure not shown).

In contrast, precipitation is not reproduced as well as temperature and wind by the JP10, with averaged correlation coefficient of 0.3–0.7. Figure 4 shows the same but for precipitation, with significantly larger number of the observatories. Interestingly, the seasonality of the scores is more apparent in precipitation, i.e., summer and Pacific side precipitation is more difficult, due to sub-grid scale convective activity and also low quantitative reproducibility of typhoon and Baiu systems by the model and analysis.

**Hazardous snow events**

In Figure 5, monthly mean snow water equivalent (SWE) amount is averaged over all Honshu Island. According to the hazard record in Japan reported by JMA, there were deadly severe events in the winters of 1960-61, 62-63, 73-74, 76-77, 80-81, 83-86, and 2005-06. These hazardous events are captured in this preliminary analysis of JP10 to some extent. Note that there is no official record before 1960.

**Figure 2.** Monthly climatology of precipitation and surface air temperature averaged over the nine AMeDAS regions.

**Figure 3.** Daily variations of surface wind components, air temperature, and precipitation of AMeDAS observation (blue) and JP10 (red) in Okinawa Island.

**Figure 4.** Distributions of correlation coefficients of monthly-long daily precipitation in four seasons. Number of the observation sites and arithmetic average of the coefficients of all sites are also shown.

**Figure 5.** Same as Figure 3, but for precipitation.

**Figure 6.** JP10 monthly mean SWE averaged over all Honshu Island and historical hazardous snow events.
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1. Introduction: EUMETSAT's Satellite Application Facility on Climate Monitoring (CM-SAF)

Increasing the confidence in model-based climate projections requires evaluation of climate simulations with high-quality observational datasets. Satellite data provide information on the climate system that are not available or difficult to measure from the Earth's surface like top of atmosphere radiation, cloud properties or humidity in the upper atmosphere. In particular over ocean and sparsely populated areas space-based observations are largely the only data source. Especially for evaluating the generality of climate models across varying locations, satellite-derived datasets have the strong advantage of consistent measurements and processing methodologies across regions. Existing satellite time series, especially from operational meteorological satellites, now reach a length that makes them useful for climate analysis.

Following this idea, EUMETSAT’s Satellite Application Facility on Climate Monitoring (CM-SAF) is dedicated to the high-quality long-term monitoring of the climate system’s state and variability. CM-SAF supports the analysis and diagnosis of climate parameters in order to detect and understand changes in the climate system. One goal is to support the climate modelling communities by the provision of satellite-derived geophysical parameter data sets.

CM-SAF provides data sets of several cloud parameters, surface albedo, radiation fluxes at top of the atmosphere and at the surface, atmospheric temperature and water vapour profiles as well as vertically integrated water vapour (total, layered integrated). They are derived from geostationary (SEVIRI and GERB instruments) and polar-orbiting (AVHRR, ATOVS and SSM/I instruments) meteorological satellites (Schulz et al., 2008).

Products from the SEVIRI instrument on-board the geostationary Meteosat Second Generation satellites cover the full visible Earth disk, that extends from South America to the Middle East, with Africa fully included and Europe in the North. Products derived from the AVHRR-sensor on-board the polar-orbiting satellites cover Europe, the East Atlantic and the Inner Arctic. For these sensors, cloud and radiation products are generated at original pixel resolution of a few kilometres. These intermediate products are then aggregated to daily and monthly averages in equal-area projections. SSM/I (over ocean only) and ATOVS water vapour products offer global coverage. The SSM/I total column water vapour series based on intercalibrated radiances already covers almost 20 years with a quality sufficient to perform studies of inter-annual variability and possibly trends.

2. The CM-SAF product suite

The following products are currently available and can be ordered free-of-charge at www.cmsaf.eu:

**Cloud parameters:** Cloud fractional cover (CFC), cloud top pressure, height and temperature (CTP/CTH/CTT), cloud phase (CPh), cloud optical thickness (COT), cloud water path (CWP). These products are available at a spatial resolution of (15km)². For the CM-SAF Baseline Area (30°N to 80°N, 60°W to 60°E, i.e. Europe and the North Atlantic) they are derived from the AVHRR sensor and are available since 01.01.2004. For the Meteosat Disc Area (see Figure 1) they are derived from the SEVIRI sensor and are available since 01.09.2005.

**Humidity products:** Total (HTW) and layered (HLW) precipitable water. Mean temperature and relative humidity for 5 layers as well as specific humidity and temperature at the six layer boundaries (HSH). Spatial resolution is (90km)². The products are derived from the ATOVS sensor, have global coverage and are available from 01.01.2004 onwards.

**Surface radiation:** Incoming short-wave radiation (SIS), net shortwave radiation (SNS), net longwave radiation (SNL), downward long-wave radiation (SDL), outgoing long-wave radiation (SOL), surface radiation budget (SRB). Spatial resolution is (15km)². For the CM-SAF Baseline Area they are derived from AVHRR and are available since...
since 01.01.2004. For the Meteosat Disc Area they are derived from SEVIRI and are available since 01.09.2005.

**Top-of-atmosphere radiation:** Incoming solar radiative flux (TIS), reflected solar radiative flux (TRS), emitted thermal radiative flux (TET). Spatial resolution is (45km)$^2$. The products are derived from GERB and CERES for the CM-SAF Baseline area and Meteosat disc Area. They are available from 01.02.2004 onwards.

The above mentioned products are produced as first-guess products in near-real time on a day-to-day basis. Intermediate products on higher spatial and temporal resolution are available on request. CM-SAF currently prepares reprocessing of long-times series which will be based on carefully intercalibrated radiances. These time-series will cover periods of up to 20 years and will become available in 2010 and 2011.

3. **New products for the Inner Arctic**

With January 2009, CM-SAF’s product suite has been extended to the Inner Arctic (see Figure 2). Several cloud parameters (cloud fraction; cloud type; cloud top height/temperature/pressure) as well as surface albedo are derived from the Advanced Very High Resolution Radiometers (AVHRR) on-board polar-orbiting satellites (NOAA-17, NOAA-18 and MetOP2).

[Image: Monthly mean cloud fraction in the Inner Arctic [%] for August 2007.]

The processing exploits AVHRR data at full spatial resolution (~1.1 km at nadir) for all available overpaths of the polar-orbiters (~ 43 per day for the three satellites) and is based on a multi-spectral threshold technique applied to the polar-orbiters (~43 per day for the three satellites) and is based on carefully intercalibrated radiances. These time-series will cover periods of up to 20 years and will become available in 2010 and 2011.

**Figure 2.** Monthly mean cloud fraction in the Inner Arctic [%] for August 2007.

The processing exploits AVHRR data at full spatial resolution (~1.1 km at nadir) for all available overpaths of the polar-orbiters (~ 43 per day for the three satellites) and is based on a multi-spectral threshold technique applied to each pixel of the satellite scenes.

Selected months in 2007 have already been generated for product validation. First comparisons have shown that the monthly mean cloud cover products over the Arctic region in the polar summer of 2007 are capable of reproducing similar results as those based on the more sophisticated and spectrally superior MODIS instrument. Validation against ground-based measurements (synoptic observations) also shows that the product is within the required accuracy. In agreement with other studies, the data indicate that for some part of the Arctic, low cloud amounts occurred in summer 2007 which could be a contributing factor to the unprecedented rapid melting of sea ice during the polar summer of 2007. The new CM-SAF products for the Arctic offer additional opportunities for such analyses and regular monitoring of such processes. The data could be valuable for validation of process studies within the International Polar Year (Kaspar et al., 2009).

4. **Processing of CM-SAF datasets with the ‘climate data operator’ package**

CM-SAF’s climate monitoring products are provided as HDF5 (Hierarchical Data Format, release 5). Reasons for selecting HDF5 were its high compression efficiency and the features to include several data models and self-describing datasets. In order to allow easy access to CM-SAF datasets for the climate modeling community, the possibility to import CM-SAF data has recently been integrated into the ‘climate data operators’ (CDO) which is a well-established conversion tool in the climate modelling community http://www.mpimet.mpg.de/~cdo). This package was originally developed for processing and analysis of data produced by a variety of climate and numerical weather prediction models (e.g. for file operations, simple statistics, arithmetic, interpolation or the calculation of climate indices).

Besides the pure conversion of CM-SAF-HDF5-files to NetCDF and GRIB, this offers additional possibilities for preprocessing the data for validation studies, especially interpolation to other grid types and selection of regions. The implementation considers special features, e.g. methods for interpolation of non-continuous datasets as e.g. cloud types. Daily and monthly mean products of CM-SAF are provided in equal-area projections that are described in the metadata entries of the HDF5-files. CDO employs this information for spatial operations on these final products. Processing of CM-SAF intermediate products on original pixel-resolution for polar-orbiting satellites as well as geostationary satellites is also facilitated when pixel-related geolocation is available. This allows access to datasets with high spatial resolution of a few kilometres.
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1. Regime shifts in the free atmosphere

Most of the analysis of the gradual change of the climate of the Baltic Sea region has been concentrated on extracting linear trends and/or periodic variability in local meteorological parameters (BACC 2008). Recent studies have shown that a new type of systematic behaviour of the climate system – switch-like events with largely varying periods between abrupt changes (shifts) in certain decisive parameters, perhaps most widely discussed in paleoclimatology, are able to essentially disturb otherwise more or less gradual or cyclic evolution of the Earth systems (Scheffer et al. 2001).

There is very little information on such switch-like behaviour of the climate system in the Baltic Sea region. In our earlier paper (Keevallik and Soomere 2008) we demonstrated evidence about shift-like changes of the winter-to-spring switch-time of the upper air flow regime at 850 and 500 hPa levels over the north-eastern Baltic Sea, inferred from a data set recorded at Tallinn Aerological station during 1955–2007. The annual course of the upper air flow over this region has two typical regimes: a relatively intense north-westerly flow during the autumn and winter season (September–February) and a less intense south-westerly flow during the spring and summer season (April–August). The flow transition is quite abrupt at the beginning of the summer season, but fairly smooth at its end. The key outcome of the analysis of the nature of the flow with the use of the switch-detection technology of Rodionov (2004) was that the long-term variation of the transition time hosts neither simple linear trend nor periodic behaviour. Instead, it exhibits certain clearly defined multiple regime shifts. The largest changes have occurred in March. In the middle of the 1960s the average air flow in March turned from NW to W at the 500 hPa level. The original regime was restored in the mid-1990s (Fig. 1). Analogous changes (the turn of the air flow from WNW to WSW and back) occurred also in the air flow at the 850 hPa level.

![Figure 1. Regime shifts in the meridional wind component on the 500 hPa level in March (Keevallik and Soomere 2008).](image)

As the local meteorological parameters not necessarily exactly mirror the nature of or changes in the upper air flow, detection of such shifts from surface data is a highly nontrivial problem. The best candidate for the analysis is the marine wind that reflects many properties of the flow in upper layers. Also, records made on the coasts of a large lake may contain a certain signal from such shifts. In this paper, we present the first evidence of switch-like behaviour of certain local meteorological parameters on Estonian coasts. Shown is that (i) major shifts have taken place in the average direction of the surface air flow in the northern Baltic Proper and (ii) clearly detectable shifts exist in records of temperature, precipitation and cloud cover over the western coast of Lake Peipsi.

2. Average air flow at the surface

The analysis of wind data at Vilsandi meteorological station (58°23’N, 21°29’E) was carried out for the years of 1966–2003. Meteorological data at Vilsandi have been recorded since 1897, but due to major changes in measurement regime, using of earlier wind data are not recommended (Keevallik and Soomere 2008). The observation site on this small island in the western Estonian archipelago is located about 120 m from the coastline on a small limestone plateau, about 5 m above the mean water level. The site is completely open to dominant marine wind directions from SW to NNW and has been shown to adequately reflect marine wind properties (Soomere and Keevallik 2001). The average wind speed for 1966–2003 was 6.30 m/s. At the same time, the average zonal component of the wind vector was only 1.23 m/s and meridional component 0.71 m/s. Therefore, the average air flow was only 1.41 m/s. The large difference between the mean wind speed and the average air flow shows that wind direction at this site is extremely variable (Fig. 2), a feature which is not unexpected in the Baltic Sea meteorological system.

![Figure 2. Average wind speed and air flow components at Vilsandi. Here u is the zonal component and v is the meridional component.](image)

Trend analysis reveals significant changes in the average meridional and zonal components of the air flow in January and February (Fig. 3). While the average flow was predominantly directed to the West in the 1960s and the 1970s, it has turned to the East since about 1980. On the other hand, no trend can be noticed in the wind speed.
3. Regime shifts over Lake Peipsi

A significant rising trend in temperature, accompanied by increase in the amount of precipitation and low clouds was established for Tiirikoja meteorological station (58°12′N, 26°57′E) during 1955–1995 (Keevallik 2003). This site well described the meteorological situation over the northwestern part of Lake Peipsi. Figure 6 demonstrates that rather a major regime shift has occurred in this region in 1988–89.

Figure 3. Trends in wind speed and air flow components in January. Here $u$ is the zonal component and $v$ is the meridional component.

The changes in the average air flow become even more clearly evident when one plots the vectors representing the monthly average direction of the air flow at the beginning and at the end of the time interval in question (Fig. 4).

Figure 4. Changes in the average air flow vector at Vilsandi in January.

Figure 4 demonstrates that the average air flow has somewhat strengthened during 1966–2003. A much more fascinating change is that the average direction of the flow has turned remarkably, clockwise by 90 degrees. A similar turning was detected also in the winds on the 500 hPa level by Keevallik and Soomere (2008). A similar analysis for other months reveals the features that somewhat deviate from the conclusions made for the changes in the upper-air flow. For example, identifiable changes exist neither in the wind speed nor in the wind components in June in the upper air flow for the same time interval. Surface data, however, show clearly that the average air flow has turned counter-clockwise and strengthened (Fig. 5).

Figure 5. Changes in the average air flow vector at Vilsandi in June.

3. Regime shifts over Lake Peipsi

A significant rising trend in temperature, accompanied by increase in the amount of precipitation and low clouds was established for Tiirikoja meteorological station (58°12′N, 26°57′E) during 1955–1995 (Keevallik 2003). This site well described the meteorological situation over the northwestern part of Lake Peipsi. Figure 6 demonstrates that rather a major regime shift has occurred in this region in 1988–89.

Figure 6. Regime shifts in meteorological parameters at Tiirikoja in March

The presence of (multiple) shifts of different meteorological parameters suggests that the climate system (either its gradual changes or its natural variability) over Estonia comprises considerable nontrivial, switch-like variability with time scales of about 20–30 years.
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1. Introduction

Considering for the climate in the widest sense, i.e. as a state of system consisting of five main components: atmosphere, hydrosphere, cryosphere, earth surface, and biosphere, many parameters, more or less significant from a variability view, must be taken into account separately and/or together to describe its changes. The trend of global temperature is, due to its obviousness, one of the most frequently used parameters. During the last one hundred years, the global temperature increased by \(-0.74^\circ C\), and this warming is most probably determined by the anthropogenic impact (IPCC, 2007). Also, the warming was associated with the sea level rise and the decrease of snow cover in Northern Hemisphere. From the other hand, some regions (e.g. South Atlantic, Alaska etc.) were getting colder. Furthermore, overall rise of temperature against the increasing annual precipitation were observed over Eurasia with the exception of East Asia where the precipitation were reduced. In other words, the changes of these climate parameters are in whole not connected to each other, which is explained by a complexity of processes progressing in the global climatic system. It is thus necessary not only to investigate regional climate changes, but to produce also some approach permitting a quantitative assessment for the complex concept of “climate change”. It’s for that Giorgi (2006) and Baettig et al. (2007) introduced the notion of “Climate Change Index” (CCI), which summarizes as far as possible the quantitative indicators of climate change, which are statistics for the variability of temperature and precipitation. This communication purposes to describe spatial distribution of the CCI proposed by Baettig et al. (2007) to reveal regional features of recent climate change in Europe.

2. Data and Methodology

Baettig et al. (2007) presented an aggregated CCI summarizing various climatic information into single value, a possible measure for projected climate change. This CCI is composed of different temperature and precipitation indicators. This communication adopts the original approach of Baettig et al. (2007) to reveal regional features of climate change using the monthly surface temperature and monthly precipitation form 1949 to 2006. We use the period 1949-1977 as reference and 1978-2006 as control. The length of both periods is almost “conventional” in the climate sense (30 years). Moreover, it is well known that the decrease of temperature in the Europe was observed from end of 1970-th whereupon the decrease of temperature began. Therefore, such a choice of periods looks as reasonable.

The main data source is the NCEP/NACR Reanalysis data in the domain bounded with 30N and 80 N, 20W and 60E; grid steps along latitude and longitude are 1.875\(^\circ\) and \(-1.9^\circ\) respectively. To detail regional features of climate change, the information from meteorological sites (at the average, 4-5 sites per grid cell over land) are used. Following Baettig et al. (2007), we calculate the indicators of four groups (see Table 1). All indicators are calculated according to the same principle, i.e. to identify the “1 in 20 years” most extreme event of the reference period and to calculate the occurrence of such an event within the control period. This method is based on the assumption that climate change and climate impacts manifest themselves through an increased occurrence of extreme events over a longer time period. To calculate the indicators, a cumulative density function was fitted to the data of the reference period and into those of the scenario period. The quantile corresponding to the 95th (and 5th) percentile was determined using the reference period distribution function; then the probability of this quantile was calculated under the control period. Indicator values are between 0 and 19 and express additional extreme events within 20 years.

Table 1. Indicator groups and individual indicators that are aggregated to the CCI

<table>
<thead>
<tr>
<th>Indicator Group</th>
<th>Individual Indicator</th>
</tr>
</thead>
<tbody>
<tr>
<td>Change in annual temperature</td>
<td>1. Additional hottest years</td>
</tr>
<tr>
<td>Change in annual precipitation</td>
<td>2. Additional coldest years</td>
</tr>
<tr>
<td>Change in extreme temperature events</td>
<td>3. Additional driest years</td>
</tr>
<tr>
<td>Change in extreme precipitation events</td>
<td>4. Additional wettest years</td>
</tr>
<tr>
<td>5. Additional extremely warm JJA</td>
<td></td>
</tr>
<tr>
<td>6. Additional extremely cold JJA</td>
<td></td>
</tr>
<tr>
<td>7. Additional extremely warm DJF</td>
<td></td>
</tr>
<tr>
<td>8. Additional extremely cold DJF</td>
<td></td>
</tr>
<tr>
<td>Change in extreme precipitation events</td>
<td>9. Additional extremely dry JJA</td>
</tr>
<tr>
<td>10. Additional extremely wet JJA</td>
<td></td>
</tr>
<tr>
<td>11. Additional extremely dry DJF</td>
<td></td>
</tr>
<tr>
<td>12. Additional extremely wet DJF</td>
<td></td>
</tr>
</tbody>
</table>

Note that in contrast to the original formulation of Baettig et al. (2007) we use twelve indicators (additional coldest years, additional extremely cold JJA, and additional extremely cold DJF). For the aggregation, each indicator group was assigned a total weight of one. Within the groups, weights were equally distributed among the indicators. Then, the CCI was calculated as the weighted mean of the indicators. It can thus assume values between 0 and 19 (see Baettig et al. (2007) for details).

3. Results and Discussion

Against the overall increase of anomalous hottest and coldest years, there are some regions, e.g. the Arctics, Northern Europe, Western Mediterranean, with very large increase. It is noteworthy that this quantity is well correlated with the results based on the linear trends. Moreover, the regions most sensitive to the temperature anomalies are located close to Arctic and Atlantic Oceans and Mediterranean, although unambiguous conclusion on the low continentality of climate change can not be made. As expected, the climate changes associated with anomalies of precipitation are defined by large
heterogeneity. For example, large anomalies of precipitation are observed in Central Europe, Balkans, and Northeast Turkey. From the other hand, both the temperature and precipitation in North Atlantic and the Arctic are distributed almost identical.

Before analyzing spatial distribution of CCI, let us divide its values into the three conditional ranks: low (CCI = 0 ÷ 2), moderate (CCI = 2 ÷ 4), and large (CCI > 4) climate change. Then, the distribution of aggregated CCI (see Fig. 1) shows that the most striking changes are observed northward of 70N, in Central Europe, North Sea, Pyrenees, western and central parts of Mediterranean. From the other hand, Russia and most part of Ukraine are defined by the low climate change.

It must be noted that the large climate change in regions are more frequent caused by the anomalies in the precipitation with the exception of the Arctics, where both the temperature and precipitation anomalies have an one-way influence on the CCI. Moreover, the large heterogeneity distinctive for the CCI indicates that a global process, to be referred to as a climate change, reveals in different regions in different ways, and some regularity can not be definitely detected using climatic concepts such as maritime climate, continentality etc.
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Figure 1. The aggregated CCI (additional number in 20 years) for the control period 1978–2006 with respect to reference period 1949–1977
Hindcasting Europe’s climate – A user perspective
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1. Needs

There is a general need for a consistent historical European coverage of climate data to support water, ecosystems and climate change-related integrated assessments, supporting EU policies, including the 6th Environment Action Plan, and complementing the GMES initiative with high quality and high resolution information on the physical state and past trends of the climate.

From an EEA perspective, the availability of sound and detailed European climate monitoring information is essential. In 2008, the EEA in partnership with the Joint Research Centre and World Health Organisation Europe produced the report “Impacts of Europe’s changing climate” based on more than 40 indicators covering physical, biological and health impacts (EEA, 2008). The report shows widespread and increasing changes associated with climate change outside the most conservative estimates from the IPCC 2007 report.

However, the report also identifies data gaps such as the lack of consistent European data at the spatio-temporal resolution required for regional and local assessments. More detailed and quantitative, tailor-made information are especially needed for regional climate impact assessments and the development of cost-effective adaptation strategies.

2. The EURRA concept

The needs and data gaps outlined above are consistent with earlier findings which led to discussions between EEA and ECMWF and a workshop (ECMWF, 2005) with representatives of EEA, ECMWF and European National Meteorological and Hydrological Services about the concept of a high-resolution Europe-wide reanalysis, nested into climate quality global reanalyses. Such a European Regional Reanalysis (EURRA) could provide multi-decadal information on variables describing the state of the atmosphere, coastal ocean, snow cover and land surfaces (including vegetation and soil moisture).

European regional-scale high-resolution reanalysis requires basically three major components:

- A global-scale reanalysis system providing boundary fields for the regional system;
- A regional reanalysis system, together with additional downscaling techniques for the provision of very high-resolution information for specific surface and near-surface variables;
- Observational databases for space-based and terrestrial information to be assimilated.

Designing and building reusable European capacity consisting of the above components is essential to allow for gradual improvements of data quality and resolution in an iterative process. Updates of data sets can be performed when justified by sufficient improvements of system components, computational power and/or by the availability of better/more observational data in the input databases.

3. Outlook

In early 2009, the EEA held an expert meeting on climate information services based on atmospheric reanalyses, considering also the wider perspective of a GMES climate change service (EEA, 2009). The meeting was attended by the European Commission (DG ENV, DG JRC, DG RTD), ECMWF, EUMETNET, ESA, EUMETSAT, EEA, GEO and GCOS representatives as well as several country representatives. Confirming the need for consistent long-term data series with high quality and high resolution information on both basic essential climate variables as well as climate change indicators of impact and vulnerability, the meeting also identified the EURRA idea as a feasible way to address the requirements. In particular, EURRA is expected to serve many specific demands at European and local level, regarding indicators e.g. EEA/JRC/WHO report, the Commission’s green paper and white paper on climate change, impacts assessments and adaptation measures, assessment of ecosystem services, hydrological applications etc.

At this stage, EURRA is still a concept, developed in response to evolving user needs which will need to be refined in an ongoing process. Moving from concept to project will require taking into account a number of project demands, such as the need for integration of large amounts of physical and socio-economic data, integrating space and in-situ, data discovery and recovery and high computer processing capacity. In addition to the technical requirements, EURRA will need a huge organizational effort, involvement of many potential actors, funding for capacity building and operation (e.g. through existing European funding mechanisms), access to observational data and a coherent dialogue and cooperation between data providers and users.

The next steps of the EURRA initiative will include a further consolidation of user requirements, identification of funding options and, in particular, the communication and promotion of the EURRA concept in forthcoming workshops. It will also be crucial to learn from existing reanalysis experiences, including both global (e.g., ERA-40/ERA-Interim, NCEP/NCAR, JRA, ACRE) and regional (e.g., North American Regional Reanalysis, the Arctic System Reanalysis or the BALTEX Regional Reanalysis) reanalysis initiatives.
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Analysis of surface air temperatures over Ireland from re-analysis data and observational data
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1. Abstract
Since the observational data used in both ERA-40 and NCEP/NCAR Reanalysis data are largely identical, it is frequently assumed that either dataset is equally valid in the assessment of climate models. However, comparisons of these two datasets show that subtle differences do exist and it is important to compare them to observational data in the region of interest to determine which reanalysis dataset should be used.

In this study, surface air temperatures at 2 m altitude predicted by ERA-40 and NCEP/NCAR reanalysis (NNRP-1) have been compared with observations at eleven synoptic stations in Ireland over the period 1958-2000. Both reanalysis datasets show good agreement with the observed data and with each other. Slopes of the least-squares line to scatter plots of reanalysis data to observational data show small differences between the two reanalyses, with NNRP-1 slopes and ERA-40 slopes ranging between (0.75-0.97) ±0.01 and (0.79-1.0) ±0.01, respectively. Summary statistics and the monthly mean temperatures over the 1979-2000 period showed that both reanalyses predicted significantly warmer winters than the observations which caused the slopes of the best fit lines to be consistently less than unity.

2. Introduction
Over the past decade reanalysis data has found widespread application in many areas of research ranging from studies of climatic trends (Ciccarelli et al, 2008) and climate modeling (Fealy and Sweeney, 2007) to estimation of renewable energy resources (Henfridsson et al, 2007). It is advantageous to use reanalysis data in certain research areas where observational data is sparse or when knowledge of the state of the atmosphere on a uniform grid is required.

Some of the most well known reanalysis data sets are NCEP/NCAR (NNRP-1), NCEP/DOE (NNRP-2), ERA-15, ERA-40 and ERA interim. NNRP-1 and ERA-40 are two of the most widely used reanalysis archives. Although they use similar observational data, previous studies have shown subtle differences between them (Escoffier and Provost, 1998; Li et al., 2004; Gleiser et al., 2005; Ruti et al., 2008). Simmons et al., 2004 compared surface air temperature anomalies from CRUTEM2v with ERA-40 and NNRP-1. They found that ERA-40 showed better agreement with CRUTEM2v than NNRP-1 over the time periods 1958-2001 and 1979-2001. In addition they reported closer agreement between ERA-40 and CRUTEM2v over the period 1979-2001 compared with the period 1958-1979. This was attributed to the greater observational coverage after 1979.

3. Surface Temperature Datasets
NNRP-1 reanalysis data was produced by the National Centers for Environmental Prediction (NCEP) in collaboration with the National Center for Atmospheric Research (NCAR). The assimilation system used in the NCEP/NCAR reanalysis is described in detail in Kalnay et al., 1996. The NNRP-1 data used in this study was obtained from the NOAA/OAR/ESRL PSD, Boulder, Colorado, USA web site at http://www.cdc.noaa.gov/.

ERA-40 data was produced by the European Center for Medium range Weather Forecasting (Uppala et al, 2005) in collaboration with several other institutions with an interest in climate analysis and weather forecasting. The ERA-40 data used in this study was obtained from the ECMWF data server (http://data.ecmwf.int/data/). The observed station data used in this study for the period 1958-2000 was obtained from Met Éireann, the Irish national meteorological service, for 11 synoptic weather stations. The synoptic stations, which are geographically dispersed around Ireland (figure 1), represent mixture of both coastal and inland locations. This study did not perform any homogeneity analysis of the data. However, the data is from the synoptic network which is manned by experienced meteorological officers and the data is considered to be of high quality.

4. Collocation Method
Spatially, the parameter values in the reanalysis data sets represent the value of that parameter in a 'grid box' centred on the geographic coordinates given in the dataset. This presents a difficulty when comparing the station data with the reanalysis data, since the station data represents a single site within a grid box. Additional complications are introduced by the fact that the grid sizes in ERA-40 and NNRP-1 are different, the grid centres in the two reanalysis data sets are not coincident and the location of a station in the grid box can vary from the centre of the grid box to its edge. This is illustrated in figure 1 where the grids used by ERA-40 and NNRP-1 are plotted together with the location of the stations and marine buoys.
The approach used in this study obtains a weighted average of the reanalysis values of the 4 grid boxes whose centres lie closest to the station and assigns this value to the reanalysis for comparison with the station value. The average of the four grid boxes is obtained from the inverse distance weighted average (Stahl et al., 2006).

5. Analysis and Results
The study reported here compares the air temperature at 2 m in the NNRP-1 and ERA-40 data sets with observational data over Ireland for the period 1958-2000. This variable is examined at the 2 m height because there is a substantial quantity of observational data available for comparison at this vertical height. Previous comparisons of reanalysis datasets with observational data have tended to divide the data into two periods – pre- and post-1979 – on the basis that the reanalysis datasets after 1979 have significantly more observational data. This approach is also adopted here.

We examine the slopes of the best fit lines to scatter plots of reanalysis data with observational data at eleven synoptic weather stations. The best fit lines are the lines fitted to the data using the least squares method. This method shows that the reanalysis are consistent with the observations and with each other.

The analysis also includes a study of the mean temperature of each month over the period 1979-2000. Summary statistics (mean, mean absolute deviation, kurtosis and skewness) for the winter and summer season are also examined over the same period. These statistics show that both NNRP-1 and ERA-40 predicted significantly warmer winters than the observations.
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Environmental database and the Geographic Information System for socio-economic planning
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The Geographic Information System (GIS) has helped in taking integrated land – resource inventory with other geocoded statistics. These environmental databases are used in predicting disasters such as flood, erosion and drought. Also it is used to estimate the wind speed frequency distribution at OSU, Nigeria. A GIS is designed to accept large volume of spatial data derived from a variety of sources including remote sensing sensors and to effectively store, retrieve, manipulate, analyze and display these data according to user – defined specifications. Planning organization needs a vast amount of accurate and timely information on physical resources and related socio-economic factors to help guide their management and planning decisions.

Applications also include

1. Environmental impact of forestry plantation
2. Biomass production (Herbal eons and forestry plants) for energetic and industrial uses.
3. Near Earth object risk assessment and reduction
The AMMA field campaign and its potential for model validation

Jan Polcher and the AMMA Partners
IPSL/CNRS, 4 Place Jussieu, 75252 Paris Cedex

The AMMA project, funded by a large number of agencies (France, UK, US and Africa) and has been the beneficiary of a major financial contribution from the European Community's Sixth Framework Programme, has carried out a large scale field campaign in West Africa. During the period 2005 to 2007 instruments were deployed on a variety of platforms in order to monitor the evolution of the ocean, land surfaces and the physical as well as the chemical properties of the atmosphere. During the year 2006 the field campaign was intensified with the extra deployment of research aircraft, balloons and vertical sounders in order to sample more precisely the atmospheric processes. All this data is now collected in a central database which is now accessible to the larger scientific research community.

This presentation will discuss the observation strategy which was chosen by AMMA and give an overview of the data collected. We will discuss the observations available for validating fine scale processes in models as diverse as convection, the planetary boundary layer, hydrology or the land and ocean interactions with the atmosphere. The data which allows to verify at a larger spatial and temporal scale the seasonal cycle of the monsoon in regional climate models will also be presented. The project has for its own research created some composite data sets which provide a regional analysis of the land surfaces, atmosphere and oceans and which can also be useful. These datasets, although less detailed provide gridded data which is easier to use for model validation.
Climate change and water pollution interactions in the Republic of Belarus
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This article deals with interactions of climatic and hydrochemical changes. The climate changes are reported to have been occurred since 1989. But the warmest years were 1989, 1990, 1999, 2000, when the meaning of temperature added 1.5°C to its normal value. The hydrochemical situation in the Republic of Belarus also underwent changes during this period of observations. Especially it concerned biogenic matter and biochemical oxygen demand. For instance, the average annual concentrations of phosphorus compound in the waters of the Zapadnaya Dvina increased almost at all points of observation in 1990.

The article will include graphic material, tabular material with average annual concentrations of biogenic matter and analysis of climate change and water pollution interactions.
Current-climate downscaling of winds and precipitation for the Eastern Mediterranean

Scott Swerdlin\textsuperscript{1}, Thomas Warner\textsuperscript{1}, Andrea Hahmann\textsuperscript{2}, Dorita Rostkier-Edelstein\textsuperscript{3} and Yubao Liu\textsuperscript{1}

\textsuperscript{1}National Center for Atmospheric Research, Boulder, Colorado, USA; swerdlin@ucar.edu
\textsuperscript{2}Risø National Laboratory for Sustainable Energy, Technical University of Denmark
\textsuperscript{3}Israel Institute of Biological Research, Ness-Ziona, Israel

1. Introduction

The use of a four-dimensional data-assimilation (FDDA) system for generating mesoscale climatographies is demonstrated. This dynamical downscaling method utilizes the Penn State University – National Center for Atmospheric Research Mesoscale Model Version 5 (MM5), wherein Newtonian-relaxation terms in the prognostic equations continually nudge the model solution toward surface and upper-air observations. When applied for mesoscale climatography development, the system is called Climate-FDDA (CFDDA). In this example application of CFDDA, it is used to downscale weather in the Eastern Mediterranean region for January and July. This region was chosen because of its interesting weather and climate (e.g., geographic contrasts, inter-annual and inter-seasonal variability).

We verify the performance of the downscaling method by using independent gridded observations of monthly rainfall, QuikSCAT ocean-surface winds, TRMM and gauge rainfall, and hourly boundary-layer winds from coastal tall-tower sites. The verification focuses on the ability of the mesoscale model to represent the frequency distributions of atmospheric states, rather than the simple zero-order statistics. Earlier results for this study are published in Hahmann et al. (2007).

2. The model configuration

The model uses 36 computational levels, with approximately 12 levels within the lowest 1 km and with the model top at 50 HPa. Figure 1 displays the geographic location of the model grids, and the surface elevation on each domain. The model has a horizontal grid increment of 45 km on the outer grid (D1), which covers most of the Mediterranean Sea and extends eastwards to cover the Black and Caspian Seas. The first nested grid (D2), which has a grid increment of 15 km, covers the Eastern Mediterranean and Middle East regions. A third nested domain (D3), with a grid increment of 5 km, is located along the easternmost portion of the Mediterranean coast. The three domains contain 81 \times 111, 124 \times 178, and 102 \times 102 grid points, respectively.

Figure 1. The model grids used for the downscaling simulations. See the text for details.

3. Example results

The downscaling method represents very well the statistics of precipitation over this region. Not only are monthly averages and their geographic distribution well simulated, but also the frequency distributions of daily rainfall are accurately diagnosed for various regions of the Levant. The inter-annual variability of the January rainfall is also well represented for the regions of heavy precipitation in the Levant and southern Turkey. The verification with QuikSCAT-estimated wind speeds over the ocean shows some systematic errors. The CFDDA-simulated winds tend to be slower than those defined by QuikSCAT, especially in winter. These errors are easily corrected by simple regression equations. In contrast, over land, the C-FDDA-derived wind climatography overestimates the boundary-layer wind speeds, especially in winter. However, most of the errors can be explained by poorly resolved orography and coastal configuration in the mesoscale model. Figure 2 shows the QuikSCAT-observed and model downscaled winds during July for the period 2000-2007.
During summer, winds over the Mediterranean Sea are dominated by steady local wind systems, and the CFDDA system is able to capture the wind distribution observed by QuikSCAT. The areas of observed wind funneling through the straits to the east and west of Crete (Zecchetto and DeBiasio 2007) are clearly seen in the CFDDA analysis. Mean absolute differences between QuikSCAT and the model are mostly below 1 m/s over more than 90% of the ocean grid points in Domain 2.
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Current-climate downscaling at the National Center for Atmospheric Research (NCAR)
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1. Introduction

Mesoscale analyses of current climates can be used for many purposes, including optimal siting of wind-energy farms and airports, calculating the most probable direction of the transport of hazardous material at some future date and time, and scheduling the time and season for events that require specific meteorological conditions. To construct such climatologies for the many areas of the world where there are few routine four-dimensional (4D) observations of the atmosphere, NCAR has developed a Climate Four-Dimensional Data Assimilation (CFDDA) system. The CFDDA system uses the Penn State University – National Center for Atmospheric Research Mesoscale Model Version 5 (MM5), and the Weather Research and Forecasting (WRF) model, wherein Newtonian-relaxation terms in the prognostic equations continually nudge the model solution toward surface, radiosonde, aircraft, and satellite-based observations. This is one of the few current-climate downscaling systems that relaxes the model solution to observations rather than to gridded analyses of observations.

The CFDDA system is able to generate a 4D description of the diurnal and seasonal evolution of regional atmospheric processes, with a focus on the boundary layer. Unlike point measurements, the gridded fields define coherent multi-dimensional realizations of complete physical systems. Not only does the CFDDA system define mean values of variables as a function of season and time of day, extremes are also estimated, and example days are produced. See Hahmann et al. (2007) for an early application of CFDDA.

2. Example applications of CFDDA

The specific application of CFDDA determines the configuration of the model. For limited-area applications, lateral-boundary conditions are defined from the NCEP-NCAR or NCEP-DOE reanalyses. For situations where high-resolution analyses are required globally, a global version of WRF or MM5 is used.

As an example of a limited-area application of CFDDA, Fig. 1 shows a map of the probability that 30-m above-ground-level (AGL) winds will exceed 10 m s\(^{-1}\) in the month of February, for southern Europe (based on a 20 year data-assimilation period).

In a global application of CFDDA, a 21-year reanalysis has been produced, with hourly output, using a 40-km grid increment. A composite-mesh technique was used with MM5, wherein twin polar stereographic grids, one centered over each pole, are integrated separately, then joined to form a seamless global analysis. The solutions are constrained by both the driving NCEP-DOE Reanalysis (an improved version of the NNRP) and the assimilated surface and radiosonde observations. The large-scale climates of CFDDA and the NCEP-DOE Reanalysis remain synchronized, while the mesoscale model and observations simultaneously define the small-scale features. Figure 2 shows example output from the model, and illustrates the ability of CFDDA to represent complex atmospheric structures across a spectrum of scales, as well as climate extremes. The infrared satellite image is shown with the CFDDA analysis for 0230 UTC 5 January 2001, when tropical cyclone Ando was active over the Indian Ocean. The CFDDA-analyzed cyclone has a remarkable resemblance to that observed. Also reasonably represented is the diurnal pattern of moist convection over Africa, as well as the wave patterns in the higher latitudes. In terms of cyclone Ando, CFDDA produced a storm whose structure remained highly similar to that observed throughout its life cycle, and the simulated storm
followed nearly the correct path. And this took place within the data void of the Indian Ocean.
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Figure 2. Comparison of infrared satellite imagery (left) and the CFDDA solution (right) for 0230 UTC 5 January 2001, when tropical cyclone Ando was active over the Indian Ocean. Surface precipitation accumulation (colors) for CFDDA is plotted with the 500 hPa humidity field (gray shades). Warmer colors indicate higher precipitation intensity.
Verification of simulated near surface wind speeds by a multi model ensemble with focus on coastal regions
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1. Introduction
The knowledge of the wind climate at specific locations is of vital importance for risk assessment, engineering, and wind power assessment. Results from regional climate models (RCM) are getting more and more important to enlarge the investigation from local to regional scale.

With help of GCM- and RCM-simulations Leckebusch and Ulbrich (1994) investigate the relationship between cyclones and extreme windstorm events over Europe. It is clearly visible that with the higher temporal and spatial resolution, especially in coastal areas the RCM lead to an improvement in simulating the extreme wind speeds compared to the GCM. For open ocean areas Winterfeld (2008) shows no adding value for RCM modeling compared to reanalysis forcing in the wind speed frequency distributions, whereas in coastal regions RCM results - especially for higher wind speed percentiles - are closer to the observations than the forcing data. Rockel and Woth (2007) focused on near-surface wind speed over Europe and identified that most of the RCMs have not been able to simulate wind velocities above 8 Bft.

In this study we investigate the simulated near surface wind speed by a multi model ensemble carried out in the EU funded project ENSEMBLES. The special focus is on the coastal regions of the Netherlands and Germany. The Southern North Sea and the German Bight are Luvcoasts, that means the winds blow onshore or parallel to the coast. The main wind direction in this area is West to Southwest.

Figure 1. Locations of all measurements available for the time period 1971-1983

2. Observation Data and their Homogeneity
The German Weather Service (DWD) provided measurements for 31 stations across the German coastal area. The data contains the mean speed and the mean direction of the wind in 10m height as a mean over the preceding hour. Beside these values the daily maximum of the wind speed is available. Until the end of the year 1974 the wind direction measured in degree was transformed into the 32-scale wind classes. From 1.1.1975 the number of these classes has been changed to 36.

The wind measurements network of the Netherlands Meteorological Institute (KNMI) contains more than 50 stations across the Netherlands. For these stations hourly values are available for the mean speed and the mean direction of the wind over the last 10 minute period in the preceding hour, the hourly mean of the wind speed and the maximum wind speed in the preceding hour.

Wind measurements are very strongly influenced by changes in e.g. surface roughness and by shadowing effects from trees and buildings, but also changes in the instrument, the measuring height or the location are reasons for the inhomogeneity of the data.

Figure 2. Example for breaks detected in difference in wind speed series (in m/s) from Helgoland vs. Wittmundhafen, Buesum, Jever and Cuxhaven.

A homogenization of wind measurement is critical due the measurements are influenced by local wind effects. Stations history is often incomplete and changes in the stations surrounding (growing trees, new buildings in the neighbourhood) are rarely documented.

In this investigation we used an algorithm for detecting breaks in the time series (Caussinus and Mestre, 2004) based on monthly mean wind speed in the time period from 1961 to 2000. Figure 2 shows the breaks in difference series from Helgoland compared to the closest stations around. The change in the location of the measuring site at the island in 1989 is clearly visible. Together with the provided stations histories we defined two time windows where as many as possible of the measurements are less disturbed. For the Netherlands we choose observation data of 10 stations for the time periods 1971-1983 and 5 stations from 1971 to 2000, for the German coast it is 13 and 10 stations respectively (cf. Figure 1).
3. The Multi Model Ensemble
Within the ENSEMBLES project 14 participating European institutions and one Canadian Research Institute run their RCMs for the same European domain (including the Mediterranean and Island) with the same grid size of 0.44° (~50km) and in a second simulation 0.22° (~25km). For these simulations the ERA40 reanalysis (Uppala et al. 2005) were used as forcing data. The simulations cover at least the time period from 1961 to 2000. As far as provided from RCMs daily means of the simulated 10-m wind speed are analysed in this study.

4. Verification of the Simulated Wind Speed
For each station the covering gridcell of each model as well as the driving ERA40 reanalysis data was used for bias, root mean squared error (RMSE), and quantiles assessment. The bias is small and most of the year at all stations positive with values between -0.5 and 2.5 m/s. At few stations directly located at the coastline for almost all models the bias is negative over the whole year with values down to -2.5 m/s.

All models perform standard deviation quite well and are well correlated with station data. Correlation values are between 0.7 and 0.8. Results from one model using the spectral nudging technique is higher correlated (0.85 to 0.9) with the station data.

The RMSE, combining correlation and bias, gives values between 0.5 and 2 m/s for sites away the coast and higher values up to 3 m/s for the stations at the coastline. For the RMSE there is no distinct additional gain for the simulated wind speeds from grid boxes with the 25km resolution compared to the 50km.

The results in the quantiles of the models and the observation are varying for most of the locations with no clear behavior. At stations more than 50km off the coast where in general smaller wind speeds are observed, the RCM’s quantiles fir very well with the observed ones. For the Helgoland (No. 1040) island ERA40 reanalysis data underestimate the wind speed over all quantiles. We can see a clear added value from all RCMs in the quantiles assessment compared to the ERA40 forcing data. All models define the corresponding gridbox as water.

With the help of Skill Scores it is possible to quantify models performance in simulating the surface wind speed compared to the ERA40 reanalysis forcing. We applied the Brier Skill Score (BSS) and a score described by Perkins et al. (2007) in a modified way. While the BSS is a relation of the RMSE from the RCMs compared to the RMSE from ERA40 forcing, the Perkins Score is a very simple measure to estimate the relative similarity between simulated and observed Probability Density Functions (PDF). For the available observations in the time period from 1971 to 1983 Figure 3 shows the Perkins Score from each RCMs in relation to the Score for the ERA40 reanalysis as the difference between both scores. The value -1 is full agreement in the PDFs from ERA40 and the observations and no similarity between the PDF from RCM and that one from the observations. The value 1 is the opposite and indicates the gain due to considering the RCM. For many stations we identified a a strong similarity between the PDFs derived from simulated surface wind speed from RCMs and ERA40 reanalysis compared to the observed PDFs. At few sites an added value for the RCMs was detected.

5. Conclusion
Here, we test the performance of 14 RCMs concerning the simulated surface wind speed in coastal regions, especially the North Sea area. We applied several measures and skill scores to analyse the RCMs performance compared to the driving field and to evaluate accuracy gain by including higher spatial resolution of the grid cell Results for bias, RMSE, standard deviation but also for Brier Skill Score and Perkins adapted skill score don't show strong seasonal dependence. The differences can be addressed to the calm summer periods and the stormy autumn and winter month where large scale events are more important than local effects.

At few stations e.g. Helgoland RCMs show an added value concerning the quantiles assessment of daily mean surface wind speed compared to the driving field.
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The North American Regional Climate Change Assessment Program (NARCCAP): Status and results

Raymond W. Arritt for the NARCCAP Team
Department of Agronomy, Iowa State University, Ames, Iowa 50011 USA (rwarritt@bruce.agron.iastate.edu)

1. Overview
The North American Regional Climate Change Assessment Program (NARCCAP) is an international program that is generating projections of climate change for the U.S., Canada, and northern Mexico at decision-relevant regional scales. NARCCAP uses multiple limited-area regional climate models (RCMs) with a nominal grid spacing of 50 km nested within results from multiple atmosphere-ocean general circulation models (AOGCMs). The use of multiple regional and global models allows us to investigate the uncertainty in model responses to future emissions (here, the A2 SRES scenario).

Six regional climate models are used in NARCCAP:
- Regional Spectral Model, being run by project participants at the Scripps Institution of Oceanography / University of California at San Diego
- Canadian Regional Climate Model, by participants at the consortium Ouranos
- RegCM3, by participants at the University of California at Santa Cruz
- MM5, by participants at Iowa State University
- WRF (Weather Research and Forecasting Model), by participants at Pacific Northwest National Laboratories
- HadRM3, by participants at the UK Meteorological Office Hadley Centre

The four global climate models providing initial and boundary conditions for the regional models are:
- HadCM3, from the UK Meteorological Office Hadley Centre
- CGCM3, from the Canadian Centre for Climate Modelling and Analysis
- CCSM3.0, from the National Center for Atmospheric Research
- CM2.1 from the NOAA Geophysical Fluid Dynamics Laboratory

The project also includes global time-slice experiments at the same discretization used for the regional models (50 km) by the GFDL atmospheric model (AM2.1) and the NCAR atmospheric model (CAM3).

2. NARCCAP Phases and Progress
Phase I has been completed and the results to be shown include pronounced variations in skill across the model domain as well as findings that spectral nudging is beneficial in some regions but not in others. Phase II is nearing completion and some preliminary results will be shown.

3. Users and Data
NARCCAP seeks to accommodate the needs of three classes of users of the model results:
- Users who intend to perform analyses of the NARCCAP output, such as process-oriented studies or climate change analyses for specific regions.
- Users who will apply NARCCAP results to climate change impacts studies.
- Users who will perform further downscaling of NARCCAP results, whether using dynamical downscaling (e.g., using the NARCCAP results as initial and boundary conditions for a fine-resolution numerical model) or statistical downscaling.

NARCCAP data are formatted into a netCDF-based standard largely following that used for the AOGCM data archive developed for the IPCC Fourth Assessment Report. Data and metadata are checked for adherence to project standards and then are made available through the Earth System Grid (http://www.earthsystemgrid.org/). The uniform data format greatly simplifies the ability of end-users to compare results from different NARCCAP simulations.

4. Further Information
For further information please consult the project web site at http://www.narccap.ucar.edu
MRED: Multi-RCM Ensemble Downscaling of global seasonal forecasts

Raymond W. Arritt for the MRED Team
Department of Agronomy, Iowa State University, Ames, Iowa 50011 USA (rwarritt@bruce.agron.iastate.edu)

1. Motivation
The Multi-Regional Climate Model Ensemble Downscaling (MRED) project was recently initiated to address the question, Do regional climate models provide additional useful information for seasonal forecasts? Regional climate models (RCMs) have long been used to downscale global climate simulations. In contrast, the ability of RCMs to downscale seasonal climate forecasts has received little attention. MRED will systematically test the RCM downscaling methodology by using a suite of RCMs to downscale seasonal forecasts produced by the National Centers for Environmental Prediction (NCEP) Climate Forecast System (CFS) and the NASA GEOS5 system. The initial focus will be on wintertime forecasts in order to evaluate topographic forcing, snowmelt, and the potential usefulness of higher resolution, especially for near-surface fields influenced by highly irregular orography.

Each RCM will cover the conterminous United States at approximately 32 km node spacing, comparable to the grid spacing of the North American Regional Reanalysis which will be used to evaluate the models (Figure 1). The forecast ensemble for each RCM will be comprised of 15 members over a period of 22+ years (from 1982 to 2003+) for the forecast period 1 December – 30 April. The RCMs will be continually updated at their lateral boundaries using 6-hourly output from CFS or GEOS5. Each RCM will provide hydrometeorological output in a standard netCDF-based format for a common analysis grid. MRED will compare individual RCM and global forecasts as well as ensemble precipitation and temperature forecasts which are currently being used to drive macroscale land surface models (LSMs). The project will also evaluate wind, humidity, radiation, and turbulent heat fluxes, which are important for more advanced coupled macro-scale hydrologic models. Metrics of ensemble spread will also be evaluated. Extensive analysis will be performed to link improvements in downscaled forecast skill to regional forcings and physical mechanisms. Our overarching goal is to determine what additional skill can be provided by a community ensemble of high resolution regional models, which we believe will eventually define a strategy for more skillful and useful regional seasonal climate forecasts.

2. Participating Models
The regional climate models participating in MRED are:
- MM5, being executed at Iowa State University.
- WRF-NMM, at Iowa State University and NOAA Global Systems Division. This is the version of WRF used for U.S. operational short-range weather forecasting by NCEP.
- WRF-ARW, the Advanced Research version of WRF, at Pacific Northwest National Laboratories.
- CWRF, a version of the WRF model that has been specially adapted for climate simulation, at the Illinois State Water Survey.
- Eta/SSiB, at the University of California Los Angeles.
- RAMS (Regional Atmospheric Modeling System) at Colorado State University and the University of Colorado.
- RSM (Regional Spectral Model), at the Scripps Institution of Oceanography / University of California at Santa Barbara.

The initial global seasonal forecast model to be downscaled is the T62L64 version of the NOAA CFS. A seasonal forecast model based on the NASA Goddard Space Flight Center GEOS5 GCM, currently in development, also will be downscaled when results become available.

3. Further Information
For further information consult the project web site at http://rcmlab.agron.iastate.edu/mred/

Figure 1. MRED analysis domain and vegetation
An atmosphere-ocean regional climate model for the Mediterranean area: Present climate and XXI scenario simulations

V. Artale, S. Calmanti, A. Carillo, A. Dell’Aquila, M. Herrmann, G. Pisacane, PM Ruti * and G. Sannino, MV Struglia
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F. Giorgi, X. Bi, J.S. Pal and S. Rauscher

Abdus Salam ICTP, Trieste, Italy

In the framework of CIRCE EU Project, an atmosphere-ocean regional climate model (AORCM) for the Mediterranean basin, called the PROTHEUS system, is presented. The PROTHEUS system is composed of the regional climate model RegCM3 as atmospheric component and a regional configuration of the MITgcm model as oceanic component.

The model is applied to an area encompassing the Mediterranean Sea and the adjacent basin (Fig. 1), where the fine scale feedbacks associated with air-sea interactions can substantially influence the spatial and temporal structure of regional climate. We compare a 40-year simulation with the PROTHEUS system driven by ERA40 reanalysis fields at the lateral boundaries with a corresponding simulation performed with the stand-alone configuration of the atmospheric model RegCM3. We show that the coupled system produces realistic features of atmospheric circulations, land surface climate, ocean sea surface temperature (SST), ocean surface circulations and air-sea fluxes.

The main improvement associated with the use of the coupled system is found by considering the high spatio-temporal variability of surface fields. First, the coupled model is able to capture the fine scale spatio-temporal evolution of observed SST. Second, large changes in air-sea fluxes are associated to the changes in SST and yield a better simulation of fine temporal scale climate variability. Given the successful development of the coupled model system here described we envisage a number of possible applications of the PROTHEUS system.

In this perspective, we have also performed a 1951-2050 scenario simulation driven by ECHAM5-MPIOM fields at the lateral boundaries. Preliminary results from this run are here shown.

Figure 1. Domain for: a) RegCM and b) MITgcm with corresponding topography. Units are m.
Regional climate modeling in Morocco within the project IMPETUS Westafrica

K. Born, H. Paeth, K. Piecha, and A. H. Fink
Institute for Geophysics and Meteorology, University Cologne, Kerpener Str. 13, 50937 Cologne, Germany.

1. Introduction
In IMPETUS Westafrica (http://www.impetus.uni-koeln.de), consequences of possible future climate change impacts on local economic and social conditions in two river catchments were investigated: the Drâa in Morocco and the Ouémé in Benin. Climate changes were assessed using a model hierarchy from global down to local scales. Different techniques of dynamical, statistical and statistical-dynamical downscaling had to be applied in order to fulfill demands of hydrological and socio-economic models.

2. The Hierarchy of Climate Models
In Morocco, climate ranges from High Mountain climates to steppe and deserts. Due to this strong spatial heterogeneity, different techniques had to be applied in order to assess future climate change patterns. An overview of the downscaling techniques is shown in Figure 1.

Climate model applications started on the global scale using results from the consortium runs of ECHAM5 performed by the Max-Planck Institute for Meteorology in Hamburg, accompanied by ECHAM5 climate simulations using a vegetation model adapted to the peculiarities of West African climate, which were performed at the University of Cologne. The first downscaling step was a dynamical downscaling from ECHAM5 to synoptic scales using the regional climate model REMO with 0.5° Lon/Lat resolution. The ECHAM5 simulations covered the 20th century climate and the future climate using greenhouse gas emissions defined by the SRRES A1B and B1 scenarios up to 2100, the REMO simulations covered the period 1960-2050. Details about the REMO climate simulations may be found in Paeth et al. (2005) and Paeth et al. (2009).

For Morocco, climate simulations for the 21st century reveal a continuation of the drying trend, which can already be seen for the 20th century observations. A classification of the Koeppen climate zones is presented in Fig. 2. The climate model data show a considerable dry bias compared to CRU TS2.1 data and for REMO regional climate simulations.

For smaller scale regional climate scenarios, statistical-dynamical and statistical techniques were applied in order to circumvent the large computational effort. In this step, first the COSMO-LM – embedded in REMO model output and into analysis data – has been applied for single years under present day and future climate conditions. The grid spacing was 0.25°, 0.1° and 0.0625° on a rotated grid, corresponding to about 27 km, 11 km and 7 km, respectively. From these simulations, shorter episodes have been simulated with 3km and 1km resolution using FOOT3DK, which was nested into the COSMO-LM. The episodes were chosen to be representative for typical, climate relevant weather situations and could be “recombined” using weights depending on frequencies of occurrence in order to estimate patterns of small-scale climatic scale.

Alternatively, the dynamic and statistical-dynamical approaches have been supplemented by a statistical regionalization method. This had to be applied because (1) climate model data and observations have – especially with the focus on hydrological modeling – dramatically

---

**Figure 1.** IMPETUS hierarchy of climate models and according downscaling techniques.

**Figure 2.** Koeppen climate classification for CRU TS2.1 data and for REMO regional climate simulations.
different rainfall characteristic; and (2) the statistical-dynamical approach had to be complemented in order to allow for a construction of continuous time series.

3. Statistical-Dynamical Downscaling

The usual, one-way dynamical approach of downscaling by nesting the smaller scale climate model into a larger scale model output is straightforward and not commented here. The statistical-dynamical technique uses in a first step the dynamical (one-way) approach, but only for certain episodes, which represent weather type classes. These episodes have to be chosen to be relevant for the focus of the question. For a general estimation of climate conditions, results of a weather classification on dynamic flow directions and circulations after Jones et al. (1993) into so-called circulation weather types (CWT) have been used. The adaptation of the classification technique to Morocco and the discussion of results can be found in Knippertz et al. (2003). The advantage of this technique is that smaller scale dynamic features of orography and land cover are considered, but the results strongly depend on the quality of the weather type classification. The estimated rainfall for present day and differences to future climate conditions for this approach are presented in Fig. 3.

4. Statistical Downscaling

The statistical downscaling used directly the model output of the transient REMO simulations. Statistical characteristics of model rainfall can be very different from observations, because the model rainfall has to be understood as an aggregate over a model grid box. Therefore, the model tends to smaller rainfall rates and to more frequent rainfall events. These changed characteristics have a large impact on results of hydrological models. In order to generate rainfall data with statistical characteristics of observations, the annual cycle of rainfall probability was extracted from observations, which cover at least all different climatic zones of the region of interest. The rainfall probability and, thus, the numbers of rainy days per year, exemplary time series of daily rainfall for the high mountain zone. Bottom row: (b), (d) and (f) shows the same for rainfall interpolated using regression coefficients from climate station observations.

Figure 4: Results of statistical downscaling for the catchment of Qued Drâa. Top row: REMO rainfall 1960-2000 using multiple regression coefficients obtained from climate model data and topography: (a) mean annual rainfall sums, (e) exemplary time series of daily rainfall for the high mountain zone. Bottom row: (b), (d) and (f) shows the same for rainfall interpolated using regression coefficients from climate station observations.

5. Conclusions

The demand of reliable and applicable climate data in IMPETUS lead to the development of different regionalization techniques. Depending on the focus of the question, special downscaling methods had to be used. Even with sufficient computational resources, dynamical downscaling showed considerable discrepancy and had to be corrected by post-processing, which again resulted in the expansion of the regionalization method by inclusion of statistical techniques.
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Will future summer time temperatures go berserk?
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1. Temperature bias in perfect boundary experiments
In a recent analysis of monthly mean model temperature bias over Europe of the complete ensemble of regional climate models (RCMs) participating in the EU FP6 project ENSEMBLES, it was demonstrated that models tend to have a common behavior when temperatures are getting very high Christensen et al. (2008). Monthly mean temperature bias in most RCMs tends to increase (in a positive direction) as the simulated temperature increase, e.g. typically, summers are simulated warmer than they are in reality. Figure 1a depicts the essentials of the work presented in Christensen et al. (2008). The figure shows monthly mean model bias with respect to modeled monthly mean temperature for a region covering most of the Mediterranean region (see Christensen & Christensen 2007 for details) covering the period 1961-2000. Here we have chosen to show bias wrt. model temperature, whereas Christensen et al. showed bias wrt. observed temperature. Obviously these are equivalent, but the former is chosen for reasons that will become obvious. The figure indicates the bias for the individual months as simulated by three models, REMO, RACMO and RCA when nested in ERA40, shown by dots (more models will be included when the paper is presented). The full lines represent the best fitted second order polynomial fit, while the dashed lines represent the extension of this functional relation into a warmer regime not yet realized by the simulations.

2. Climate change simulations
Currently, the ENSEMBLES RCMs are providing their results from climate change experiments taking boundary conditions from a suite of GCMs. These are being archived and are publicly available. Only three models were fully completed and fully available in time for this manuscript. However, the three models all provide information until the end of the 21st century.
Figure 1b illustrates how the monthly mean temperatures for different 30 year periods change with respect to the simulated mean temperature in the particular cases of 1961-1990, 2011-2040, and 2071-2100. Figure 1c shows how the bias as estimated by the best fit curve deduced in Figure 1a can be used to adjust the simulated values as it is clear that the warmer the month in concern is, the larger also the bias is. Thus all temperatures are shifted to a somewhat lower level depending on the actual temperature (see Christensen et al. 2008 for details).
Figure 1d shows the adjusted (non-linearly) bias corrected monthly mean climate change temperatures. It is seen that for two of the models the bias correction almost entirely eliminates the seasonal warming signal. The third model did not show this behavior. This is explained by the almost temperature independent behavior of the bias, while the two other models apparently exhibit quite a strong temperature dependent bias.

3. Conclusion and discussion
There appears to be a non-linear bias behavior in the ability of some RCMs to simulate the annual cycle of monthly mean temperatures. This behavior indicates the possibility that when these models are used to simulate climate change due to an increase in greenhouse gas concentrations, they are likely to overestimate the warming, particularly in the warmest months. Here we have illustrated that for two models participating in ENSEMBLES, a correction for this bias leads to a more uniform temperature increase throughout the year. The last model, which apparently does not exhibit a large temperature dependent bias still shows a marked warming
with increasing temperature. More model results will be available as the paper will be presented.
This model, on the other hand shows a marked warming with increasing temperature. However in the future, the model experiences such temperature levels throughout the year that nearly 40% of all months are warmer than anything experienced under current conditions. If the bias behavior of the two other models represents a general model behavior (as indeed supported by Christensen et al. 2008), this latter model may just happen to have its bias curvature at a higher temperature than experienced under present conditions. Note for example that the excess warming does not appear to be present before the last 30 year period. If so, one could speculate on whether this model would also need to be corrected downwards in a similar way as the others, particularly at the warmest months.
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An atmosphere-ocean coupled model for the Mediterranean climate simulation
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1. Introduction
Preliminary results of a coupled model are presented. A regional coupled model was developed using a composition of three models: REMO for the atmospheric component, MPIOM for the oceanic component and HDModel for the hydrological part. The goal of this development is to study the Mediterranean climate and the impact of the climate change over this region with a special interest on the water cycle. A coupled model simulation permits, through the comprehension of the atmosphere-ocean interaction, a better understanding of the processes’ mechanisms involved on each component of such cycle, Somot et al. (2008); Aldrian et al. (2005), like: cloud formation, precipitation, evaporation, runoff, processes interaction, feedbacks, etc.

2. Coupling Strategy
At present, global models and reanalysis datasets have not resolution enough to solve the relative small scale local processes, derived from the complex orography, coastal line and straits (Fig. 1), Lorenz and Jacob (2005); Sotillo et al. (2005). A high resolution on the configuration of the coupled model is needed for this task. The spatial resolution established for our experiment is as follow: REMO spatial resolution is 25 km and 31 vertical levels, a limited version of the Max-Planck-Institute Ocean Model (MPI-OM) has a ~11 km resolution with 41 vertical levels and the Hydrological Discharge model (HD model) has a 50 km spatial resolution. The coupling is carried out using the OASIS coupler. REMO calculates fluxes of heat, momentum and freshwater, runoff and drainage, the last two diagnostics are used to calculate river discharge by the HD model. MPIOM provides the SST to REMO (Fig. 2). The domain for the atmospheric component was chosen in such way that it catches all the influential regional atmospheric processes that affect the hydrological cycle (not shown), with the Nile catchment as an exception.

Figure 1. Orography (in meters) of ECHAM5 global model (~200 km horizontal resolution, left) and REMO regional model (~25 km, right).

This work is within the EU-funded CIRCE project. Climate simulations over the Mediterranean region are carried out using the coupled model and non-coupled models. The configuration of the coupling is discussed and preliminary results are compared. Both simulations, from the coupled and non-coupled models, are run with boundary conditions from ERA40 reanalysis dataset. The results are compared to observations for the simulated period. The performance of the model and its applicability on Mediterranean region is discussed.
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Inter-comparison of Asian monsoon simulated by RCMs in Phase II of RMIP for Asia
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1. Abstract
In phase II of the Regional Climate Model Inter-comparison Project (RMIP) for Asia, the regional climate has been simulated for July 1988 through December 1998 by five regional climate models and one global variable resolution model. Comparison of the 10-year simulated precipitation with the observations was carried out. The results show that most models have the capacity to reproduce the basic spatial pattern of precipitation for Asia, and the main rainbelt can be reproduced by most models, but there are distinctions in the location and the intensity. Most models overestimate the precipitation over most continental regions. Interannual variability of the precipitation can also be basically simulated, while differences exist between various models and the observations. The biases in the stream field are important reasons behind the simulation errors of the Regional Climate Models (RCMs). The cumulus scheme and land surface process have large influences on the precipitation simulation. Generally, the Grell cumulus scheme produces more precipitation than the Kuo-Anthes scheme.

2. Design of experiments
In order to understand the performance of RCMs on simulating Asian, especially East Asian climate, the Regional Climate Model Inter-comparison Project (RMIP) for Asia was launched by START Regional Center for Temperate East Asia in 2000 (Fu et al., 2005). There are six participant models in phase II of RMIP, of which five are RCMs and one is a global variable-resolution model. They include: RIEMS (Fu et al., 2000), NJU MM5, MRI JSM_BAIM, RegCM2b, SNU RCM, CSIRO CCAM. The experiment domain is the same as phase I, which contains a large part of the Asian continent, western Pacific, Bay of Bengal and the South China Sea (Fig. 1). The horizontal resolution of the models is 60 km, with a 151×111 grid in the east-west and north-south directions. The simulation period is from July 1988 to December 1998. The driving fields come from NCEP-II reanalysis data, with a 15-grid buffer zone. The NCAR terrain data are used in the model. The driving fields come from the NCEP-II reanalysis data, but these reanalysis data have some biases. The spatial distribution of the NCEP-II bias has some similarities with the results of most models over the continental region, such as the positive bias over most areas of Mongolia and the southwest of China, and the negative bias over the north of India, etc. Because of the few observation stations in Northwest China and the Tibetan Plateau, the observed data used to validate the models almost come from the CRU precipitation data, so a larger bias may exist. Hence, maybe the biases of the large-scale forcing fields and the deficiency of the validation data are one of the possible reasons for the biases of the simulation.

In summer, the southeastern and southwestern monsoons prevail in the East Asian continent. The strong summer monsoon transports the abundant vapor northwardly from the Bay of Bengal and West Pacific, thereby generating a large amount of precipitation in South China, Changjiang-Huaihai and later in North China. For the summer monsoon current located to the south of 30ºN, it is underestimated by MRI compared to the NCEP-II data. So the precipitation simulated by MRI is much smaller in summer, while it is greater in the other models. The summer monsoon current simulated by RIEMS is much stronger and the region of strong monsoon current is extended further northward. This is the main reason that RIEMS simulates much more precipitation in the summer. The summer monsoon current simulated by SNU is close to NCEP-II, and the bias of the simulated precipitation is smaller relatively. Hence, the biases of the monsoon current are important reasons for the simulation errors of RCMs.

4. Some conclusions
Most models overestimate the precipitation in most continental regions. The seasonal variation of precipitation can be simulated, but there are large differences in the regional precipitation among the models. The biases of the stream fields are important reasons behind the simulation errors of RCMs. Also, the deviation of the large-scale driving fields may be one reason for the simulation biases. The cumulus parameterization scheme and land surface process have a large influence on the precipitation simulation.

Most models can basically simulate the trend of the interannual variation of precipitation, but there are large differences in the magnitude of precipitation among the models.
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Hazards related with heavy rain, results in floods and crop damage that have significant impacts on environment and human activities (society and economy) in West Africa. On the other hand, changes on spatial distribution of precipitation and frequency of droughts will have implications for the planning and management of water resources. Extracting useful predictions of these events from RCMs, according to stakeholders and resource planners needs in West Africa, should represent a significant challenge for the research community. The present work analysis the spatiotemporal precipitation patterns in Senegal river basin, from RCM. A multi-parametric approach is used by means of the analysis of the variability and trends of frequency and magnitude of different types of extreme rain events (moderate, heavy and very heavy events based on thresholds of daily rain), and length of dry spells (with thresholds of daily rain < 1mm and <10 mm). Nonparametric and parametric tests, are applied for analysis of trends and dynamics of rainfall.
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On the validation of RCMs in terms of reproducing the annual cycle
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1. Climate models and annual cycle

There are many aspects of the validation of climate models. In addition to standard statistical characteristics a more in-depth analysis of annual cycle performance can provide more information on ability of the models to reproduce properly the physical processes which strongly affect the behavior of climate parameters during the year. Global Circulation Models (GCMs) can reproduce climate features on large scales, but their accuracy decreases when proceeding from continental to regional and local scales because of the lack of resolution and thus on the regional scale they are very often rather poor in reproducing the annual cycle. The more detail analysis of 15 RCMs used in EC FP6 IP ENSEMBLES in ERA 40 driven experiment on 25 km resolution for the period of 1961-2000 in different PRUDENCE regions presents the comparison of the models and their validation in terms of annual cycle reproduction. While for the temperature the performance of the models is mostly very good and quite consistent, there are some models with rather significant problems in some regions in reproducing annual cycle of precipitation.

2. ENSEMBLES RCMs assessment in terms of annual cycle

The quality of reproducing the annual course in the model simulations is believed to be good indication of quality of different atmospheric processes description which affects the overall model performance. However, to compare the annual course patterns with those based on observational data is not simple and unambiguous task, for the purpose of the use in the weighting methods in ENSEMBLES project some objective method is required. The problem of the annual course analysis is that we cannot use just one simple characteristic as bias, basically at least three patters are of importance, i.e. in addition to the bias it is the amplitude and shift in period, either as a whole or partly in some seasons. Taylor (2001) presented so called Taylor diagram, which is used for presenting the data in terms of RMS error, standard deviation and correlation and show just the analysis of models simulations with emphasis on annual cycle. Actually, although these characteristics are not completely independent, we can see the analogue between the bias and RMS error, as well as in between amplitude and standard deviation, correlation being good representation of the shifts in the annual course. For purpose of the weighting we propose to use the score index

\[ S = \frac{4(1+R)}{(\sigma + 1/\sigma)(1+R_0)^2} \]

where \( R_0 \) is the maximum correlation attainable. For simplicity we used maximum value \( R_0=1 \). Parameter \( R \) is the correlation coefficient with respect to the observation dataset used for comparison, \( \sigma \) is standard deviation of the observational dataset used for validation. We have made calculations both for first degree formulation as above and fourth degree one discussed in Taylor (2001), which reads

Additionally, we have tested the second degree formulation as well, basically the higher degree penalizes the lower correlation, for computations in this analysis seems to be useful to use the 4th order formulation for temperature to resolve the differences between otherwise very high scores, for precipitation the scores are not so high anyway and the first degree is enough to resolve the performance of the individual models. All the calculations were performed for individual PRUDENCE regions, quite significant differences appears between the models for some regions. To compare these score annual cycles for temperature and precipitation are presented in Fig. 1 and 2, respectively, using ENSEMBLES gridded data (E-obs, Haylock et al., 2008). Original CRU databases are shown for comparison as well, although for precipitation there are some differences between the climatologies the resulting scores are not so significantly affected.

It should be mentioned that this method is validating the general performance of the models anyway, for temperature, where the variance of the complete monthly data is usually nearly of order higher than interannual variance (year by year) of data for individual months, this performance well correspond with the performance of annual cycle. The results for precipitation are not so clear, the variance of all the time series is basically the similar as the interannual variability of individual monthly data so that the overall performance and quality of annual cycle cannot be well resolved by this method. Proper choice of \( R_0 \) for precipitation could be of great importance for further application of the method. Annual courses of temperature as well as precipitation will be presented for individual models and regions. Taylor’s diagrams will show the models validation against E-Obs.
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Figure 1. Taylor’s scores for the first, second and fourth order, temperature.

Figure 2. Taylor’s scores for the first, second and fourth order, precipitation.
AMMA-Model Intercomparison Project

AMMA-MIP is a Model Intercomparison Project developed in the frame of the African Monsoon Multidisciplinary Analysis project (AMMA). It is a light exercise of intercomparison and evaluation of both global and regional atmospheric models, focused on the study of the seasonal and intraseasonal variations of the climate and rainfall over Sahel. Taking advantage of the relative zonal symmetry of the West African climate, one major target of the exercise is the documentation of a meridional cross section made of zonally averaged (10W-10E) outputs.

The African Monsoon is characterized by a well defined meridional structure of albedo and vegetation (Fig. 1 A), with weaker longitudinal variations. This structure is tightly connected to that of the mean rainfall (Fig. 1 B), with maximum rainfall occurring in the Sudanian region (8N-12N) during northern summer, and a sharp transition over Sahel (12N-20N), a particularly sensitive region which has undergone a strong drought in the late 70s and 80s. The meridional structure of the mean rainfall is itself related to the mean meridional circulation with a near surface monsoon flow which brings to the African continent water evaporated over the Guinea gulf. This monsoon flow converges with a southward dry air flow coming from Sahara at the "intertropical discontinuity", in the region of the Saharian heat low where dry convection occurs. The return branch of this Hadley circulation at around 600 hPa is associated through angular momentum budget and thermal wind balance with the African Easterly Jet which, in turn, carries additional water from the Indian ocean. At around 10N, one finds the Inter Tropical Convergence Zone where most of the convective rainfall occurs, with a mean upward motion which reaches 200 hPa where the Tropopause Easterly Jet takes place.

We present here the main diagnostics tailored for the West African monsoon dynamics and we discuss first results and further extension.

Figure 1: Picture of West Africa albedo (A) (source EUMETSAT/GEM, http://wwwgem.jrc.it/stars/albedo.htm) and GPCP cumulated rainfall (B) for year 2000 (mm). The red rectangle corresponds to the zone retained for the AMMA-CROSS section and the green rectangles to the meso-scale AMMA sites.
Projection of the changes in the future extremes over Japan using a cloud-resolving model (JMA-NHM): Change in heavy precipitation

Advanced Earth Science & Technology Organization (AESTO)/ Meteorological Research Institute (MRI), 1-1 Nagamine, Tsukuba, Ibaraki, 305-0052, JAPAN; skanada@mri-jma.go.jp

1. Introduction
Warming of the climate system is now evident and changes in the present climate due to global warming, including changes in precipitation and aspects of extremes, are of the highest priority to be researched (IPCC, 2007). Several numerical simulations have been conducted; however, most of them have been performed by general circulation models using a horizontal grid larger than several tens of kilometers. Wakazuki et al. (2008) studied precipitation-based extreme indices from the results of both relatively fine-mesh experiments with a 20-km horizontal grid hydrostatic atmospheric general circulation model (AGCM-20km: TL959L60) and a non-hydrostatic model with a horizontal resolution of 5km, and they concluded that the intense precipitation tends to be underestimated even by the AGCM-20km. It is a well-known fact that the horizontal distribution of precipitation depends on the topography and that intense precipitation tends to concentrate in limited areas. Therefore, finer-mesh experiments with a horizontal resolution of several km should be appropriate.

2. Model descriptions
In order to study changes in the regional climate due to global warming, especially those of the extremes, in the vicinity of Japan during the summer rainy season, experiments by a semi-cloud resolving non-hydrostatic model (JMA-NHM; Saito et al. 2001, 2006) with a horizontal resolution of 5km (NHM-5km) have been conducted from June to October by nesting within the results of the 10-year time-integrated experiments using the improved AGCM-20km for the present (1990-1999), near-future (2026-2035) and future climates (2086-2095). Detailed descriptions of the NHM-5km are presented by Nakano et al. at this RCM2009-WS. The results of the present and future climates will be shown. A domain for the NHM-5km experiments is shown in Fig. 1.

3. Results of the NHM-5km experiments
Our results on the precipitation show that intense precipitations exceeding 150 - 300 mm day$^{-1}$ will increase in the vicinity of Japan in the future climate. The 90th percentiles of regional largest values among maximum daily precipitations (R-MDPs) grow 156 to 207 mm/day between the present and future climates. The STARDEX indices of precipitation extremes (e.g., pre90p, 646SDII, Fig. 2) show that the intense precipitation on the Pacific side of Japan will increase.

4. Results of the NHM-2km experiments
Further detailed experiments have been conducted by a cloud-resolving model with a horizontal resolution of 2km (NHM-2km) as well, since it is well-known that the finer-mesh models are strongly required for the precipitation extremes, and horizontal distributions of precipitation much depends on the complex topography in the vicinity of Japan. The finer topography and no cumulus
parameterization are used in the NHM-2km experiments. The results of verification experiments with perfect boundary conditions produced from objective analysis data show a quite good agreement with the observational data in both the quality and quantity on precipitation (not shown). Tentative comparisons between the results of the NHM-5km and NHM-2km experiments reveal that the NHM-2km can re-produce more detailed and realistic horizontal distributions of rainfall in many cases (Fig. 4).

5. Summary and Future Plan

In the future climate, the frequency of rain day (> 1.0 mm day⁻¹) will decrease overall Japan, while the number of heavy rain day (> 100.0 mm day⁻¹) will increase in western Japan in August and September and on the Pacific side of eastern Japan in July and August. Further experiments without any cumulus parameterizations are conducted by the NHM-2km. Early results prove a satisfactory performance of the NHM-2km in precipitations.

The NHM-2km experiments is going to be conducted from June to October for 10-25 years for the present (1990-1999), near-future (2026-2035) and future climates (2086-2095), respectively. Further analysis, especially on the precipitation extremes will be planed by using the results of the experiments.

The NHM-5km adopts the Kain-Fritsch scheme for a cumulus parameterization. A topography-dependent tendency in horizontal distribution of the precipitation by this scheme is pointed out by Narita, M. (2008) and Kanada, et al. (2008). Therefore, the improved Kain-Fritsch scheme also has been under development.
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Figure 3. Changes in precipitation frequencies (upper row) and monthly precipitation amounts (lower row) from June to September from in the present to future climates.

Figure 4. Monthly precipitation amounts in August 2003 by the observation, NHM-5km and NHM-2km.
Water resources play a key role in the socio-economic development, human activities, environmental and ecosystems preservation. In West Africa, these vital resources are very vulnerable to global changes and human pressures. The current and future availability and dynamic of water resources need to be better assessed and analyzed to ensure a sustainable and integrated management and planning. In the AMMA-EU project, the WP3.3 aims to assess the impacts of climate and land use change on the water resources in West Africa for a number of river basins on different scales, different agro-climatic areas and different uses (Senegal, Volta and Oueme). The assessment of water resources for future horizons (2050) is done through hydrological modelling coupled or forced with climate models outputs. Up today, global climate predictions using GCMs were intensively and widely used. Even if these coarse simulations allow bringing broad tendencies on water resources availability and distribution, they do not bring relevant answers on the availability and variability of water resources locally. The recent advances in climate sciences and their capacity to provide fine scaled results using regional/sub-regional models (RCM) or downscaling techniques should be discussed with the climate community, in order to provide detailed assessments of climate change impacts on water resources corresponding to the needs of stakeholders, decision-makers and communities in West Africa.

**Key words:** Climate change, Impacts assessment, water resources, West Africa, AMMA.
Evaluation of European snow cover as simulated by an ensemble of regional climate models

Sven Kotlarski, Daniel Lüthi and Christoph Schär
Institute for Atmospheric and Climate Science, ETH Zurich, sven.kotlarski@env.ethz.ch

1. Introduction
In many regions land surface characteristics are strongly influenced by the presence of seasonal snow cover. A correct description of snow characteristics is therefore of major importance for the simulation of surface-atmosphere energy fluxes in regional climate models (RCMs). At the same time snow modelling poses special challenges due to the non-linear processes involved and their pronounced spatial variability. If the future evolution of regional snow cover is of interest, the ability of RCMs to reproduce present-day conditions should be investigated beforehand.

The present contribution evaluates the performance of a set of state-of-the-art RCMs with respect to snow cover extent and snow depth in Europe. A special focus is laid on the European Alps, an area with a pronounced topography and a high economic significance of snow cover.

2. Data and Methods
The investigated RCM experiments were carried out within the ENSEMBLES project for the period 1960-2000 at a horizontal resolution of approx. 25 km. In all cases the lateral boundary forcing was provided by the ERA40 re-analysis. The simulated snow characteristics (snow cover extent, snow depth, number of snow days) in Europe are compared to different observational datasets. For this purpose both ground based and remote-sensed datasets are used.

3. Results
The detailed comparison of simulated and observed snow cover characteristics reveals an overall good performance of the RCMs. The basic characteristics of seasonal snow cover on a European scale are well reproduced. Still, pronounced differences exist between individual RCMs, for instance with respect to winter snow extent (Figure 1).

Furthermore, important biases appear for individual models in some regions. For instance, the timing of spring snowmelt is often shifted by several weeks in the models. One example of these biases is shown in Figures 2 and 3 which depict the mean annual cycle (1981-2000) of the number of snow days for distinct elevation intervals in Germany. With respect to the observational dataset most models show a pronounced delay of the spring snowmelt and an overestimation of the total number of snow days in wintertime.

In some cases model deficiencies can be traced back to the treatment of snow in the land surface scheme of the respective RCM. Furthermore, biases in atmospheric parameters (temperature and precipitation) can partly be linked to shortcomings in the representation of surface snow cover.

4. Conclusions
The detailed validation of the simulated snow characteristics in an ensemble of state-of-the-art RCMs reveals an overall good model performance for the period 1961-2000. However, important biases in basic parameters in individual regions (e.g., the timing of spring snowmelt) question the direct use of the simulated snow parameters in impact studies (e.g., hydrological modeling).

Regarding regional climate change scenarios for the 21st century confidence has been gained that state-of-the-art RCMs are able to capture basic climate change effects on snow extent and snow depth. These experiments will be analyzed in a second step.

Figure 1. Mean extent of winter (DJF) snow cover in 8 ENSEMBLES RCMs (1961-2000). White: Areas with a mean winter snow depth of more than 3 cm w.e.
Figure 2. Mean annual cycle (1981-2000) of the number of snow days in Germany (elevation >1000m) as derived from observations (black line) and as simulated by 8 ENSEMBLES RCMs (colored lines).

Figure 3. Mean annual cycle (1981-2000) of the number of snow days in Germany (elevation interval 500-1000m) as derived from observations (black line) and as simulated by 8 ENSEMBLES RCMs (colored lines).
Projections of eastern Mediterranean climate change simulated in a transient RCM experiment with RegCM3

Simon Krichak, Pinhas Alpert and Pavel Kunin
Department of Geophysics and Planetary Sciences, Tel Aviv University, Tel Aviv, Israel

1. Introduction
The climate conditions of the eastern Mediterranean (EM hereafter) are characterized by changeable rainy weather with moderate temperatures during the cool seasons and dry and hot weather during summers. The climate conditions fit the "Mediterranean" type of the Koppen and Geiger's (1936) classification and are strongly determined by the region's location in the zone dominated by polar front activity in winter and that of subtropical high-pressure system during summer. The EM region's climate is influenced by the effects of annual variations in the area of the Asian monsoon (Bedi et al., 1996; Rodwell and Hoskins, 1996). During the cool season the EM climate is also affected by specific synoptic processes associated with interaction of the upper-troposphere jet stream with the regional terrain over northern Africa (Krichak et al., 1997). Winters in the EM are characterized by passing disturbances known as Cyprus cyclones and between them invasions of high pressure systems and polar air masses (Alpert et al., 1990, Saaroni et al., 1996, Levin and Saaroni, 1999). In the summer the EM is under the influence of a quasi-stationary system, a Persian Gulf trough, an extension of the Asian monsoon, and in the southern parts, and extension of the Azores anticyclone. The system is characterized by westerly winds and a diurnal breeze mechanism and is limited to an average height of about 1000 m. Above it is dominated by the subtropical anticyclone causing subsidence and almost absolute absence of rainfall (Bitan and Saaroni, 1992). These conditions are permanent during mid-June to mid-September. During intermediate seasons there are several different synoptic mechanisms acting. Among those are Sharav cyclones and Red Sea Trough systems. The thermal low pressure systems known as the north-African (Sharav) cyclone, move fast along the north-African shore area, especially during spring. They cause very high temperatures and low humidity when the EM is ahead of and below the warm sector of cyclone (Alpert and Ziv, 1989, Levin and Saaroni, 1999). The Red Sea trough (RST) is common in both spring (less typical) and autumn (Tsvieli and Zangvil 2005; Ziv et al. 2005). The RST is an extension of the African monsoon trough. Intensity of the associated with the trough weather processes is significantly determined by the position of the intertropical convective zone (ICTZ). During October and April the ICTZ is located approximately at 15°N-20°N (along the 0°E). The RST is a low-level trough extending from the Red Sea northward. The air-low in the EM depends on the location of the trough's axis (Dayan, 1986). The EM weather conditions associated with the RST systems are usually dry. Intense EM precipitation events are typical however in the cases of development of Active Red Sea Troughs, with lower level RST accompanied by extending southward upper-level trough (Kahana et al. 2002). Early biases in results of simulation of the EM climate have been noted (Evans et al., 2004; Krichak et al. 2007). Among those a negative bias in representation of the regional precipitation was also noted. (Evans et al., 2004; Giorgi et al., 2004; Krichak et al., 2007). The analysis was focused on optimization of the climate simulation results over the region centered over the Israeli part of the EM region and realization of a transient regional climate change simulation experiment.

2. Justification of model configuration
Synoptic processes over a large geographic area from the Atlantic to the east-Europe and Middle East participate in formation of the EM climate. Intense EM rainy periods are usually associated with powerful synoptic developments and cold-air intrusions taking place over a large zone. Ten climate simulation experiments driven from the lateral boundaries by the NCA/NCEP Reanalysis data are realized to understand the role of model domain configuration in the RCM over the region. Sensitivity of the model results over the area to the positioning of the lateral boundaries of the domain is evaluated. An optimal configuration of the domain is finally selected.

3. Transient climate change RCM experiment
Climate change trends over the EM region are simulated in a regional climate simulation experiment with the ICTP RegCM3 model (Pal et al. 2007) driven from the lateral boundaries by results of ECHAM5/MPI-OM1 (Roeckner et al. 2003) transient climate simulation from 1960 to 2060 (SRES A1B emission scenario after 2001). The trends projected for the southern part of the eastern Mediterranean region include a 20-30% precipitation drop during winter (the period with major rains take place) and its rise during autumn (20-25%) and spring (5%); also projected is a 1.5-2.0°C mean seasonal 2m air temperature rise during winter and spring, somewhat lower one (1.0–1.5°C) in summer and a non-significant (0.3°C) temperature rise during autumn from 1961-1990 to 2021-2050. The climate change signal is not uniform over the region however. Notable mean seasonal precipitation rises from the current climate conditions are projected over the southern part of the region during winter and summer, whereas a drop in summer rains is projected for the northeastern part of the EM. During winter and summer seasons the warming process seems to be mainly controlled by the Middle East effects – leading to maximum air temperature changes over eastern part of the region. During spring however the zone with the maximum warming is found over the northern part of the EM. During autumn the major zone with the maximum warming up is found over the Mediterranean Sea area. The transient RCM simulation experiment projects significant decadal oscillations of the EM climate parameters during the coming decades however which may be indicating a time-lagged contribution of climate change processes over remote areas. The roles of several possible external effects are evaluated.
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Atmospheric river induced heavy precipitation and flooding in the NARCCAP simulations

L. Ruby Leung and Yun Qian
Pacific Northwest National Laboratory, Richland, WA, USA; Ruby.Leung@pnl.gov

1. Introduction
The western U.S. receives precipitation predominantly during the cold season when storms approach from the Pacific Ocean. Several studies in recent years have clarified the role of atmospheric rivers (AR) in producing heavy precipitation and floods in the mountainous regions of the West. Atmospheric rivers are narrow bands of enhanced water vapor associated with the warm sector of extratropical cyclones over the Pacific and Atlantic oceans (Zhu and Newell 1998; Ralph et al. 2004). Because of the strong winds and neutral stability, atmospheric rivers often lead to heavy precipitation due to large orographic enhancement during landfall on the U.S. west coast. This study aims to investigate how global warming may affect the frequency and water vapor fluxes of atmospheric rivers and the potential impacts on heavy precipitation and flooding in the western U.S.

2. Numerical Simulations
As part of the North American Regional Climate Change Assessment Program (NARCCAP), the Weather Research and Forecasting (WRF) model (Skamarock et al. 2005) has been used to simulate the regional climate of North America. In this study, we first analyzed the simulation driven by the NCEP/DOE global reanalysis for 1980-1999. We used the standard NARCCAP domain that covers North America and the adjacent oceans at 50 km grid resolution. A simple nudging scheme was used to blend the lateral boundary conditions from the global reanalysis with the WRF simulation in a 10-grid point wide buffer zone, with nudging coefficients following a linear-exponential function. Several AR events in this simulation have been compared to elucidate atmospheric and hydrologic ingredients that lead to heavy precipitation and flooding in the western U.S.

A second set of simulations, in which WRF was driven by the current (1970-2000) and future (2040-2070) climate simulated by the Community Climate System Model (CCSM), are being analyzed to investigate the potential impacts of climate change on AR characteristics and the resulting heavy precipitation and flooding in the mountainous regions.

3. Comparison of Two AR Events
Atmospheric rivers have large impacts on heavy precipitation and flooding along the west coasts where the complex terrains effectively extract the low-level moisture from the ARs. To examine the hydrologic impacts of AR, we selected two specific AR events, the 1986 President Day (PD) event and the 1997 New Year Day (ND) event, to contrast the precipitation and flooding conditions. Our analysis highlights the role of both atmospheric and land surface conditions in flooding associated with AR. Atmospheric stability plays a role in determining the spatial distribution of precipitation of the 1986 PD and 1997 ND events, as atmospheric stability can modify the orographic precipitation pattern through changes in low level flow over terrain. This study suggests that the Froude number, defined by atmospheric stability and low level wind speed, can be a useful parameter for predicting or diagnosing orographic precipitation pattern. This may also be true for heavy precipitation such as those associated with AR, as even small deviations from moist neutral stability can lead to important differences in both precipitation amounts and spatial distributions.

For precipitation to generate floods, our results underscore the important role of antecedent soil moisture, as well as precipitation phase (or snow level), which depends on temperature, and possibly melting of existing snowpack due to rain-on-snow. The 1997 ND event was found to produce much larger flooding than the 1986 PD event because the former was characterized by high antecedent soil moisture, warmer temperature, which produces a higher ratio of rainfall to snowfall, and larger existing snowpack, which may increase runoff through rain on snow. For a climate simulation to realistically characterize extreme precipitation and flood in the western U.S., the model must be able to simulate AR and its atmospheric structures, as well as the land surface conditions. The latter requires realistic simulation of both temporal and spatial variability of precipitation.

4. Potential Changes of AR in the Future Climate
Analysis is being performed to compare the AR characteristics simulated by CCSM for the current and future conditions. Preliminary results suggest a small increase in AR frequency, particularly AR that makes landfall in the Pacific Northwest, in the future (2040-2070) compared to the current (1970-2000) conditions. In addition, the ARs in the future are associated with more water vapor content, which is consistent with the warmer temperature that can hold more moisture. An increase in AR frequency and water vapor flux suggests that heavy precipitation and flooding may increase in the future climate. Analysis is being performed using the WRF downscaled climate change scenarios to examine how AR, the associated precipitation, and land surface conditions may be affected by climate change to alter extreme precipitation and flooding in the western U.S.
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Intra-seasonal evolution of the West African monsoon: Results from multiple RCM simulations

Neil MacKellar, Philippe Lucas-Picher, Jens Christensen and Ole Christensen
Danish Climate Centre, Danish Meteorological Institute, Copenhagen, Denmark, ncm@DMI.dk

1. Introduction
The West African monsoon (WAM) is characterized by three distinct phases (Le Barbé et al., 2002, Gallée et al., 2004). The primary phase occurs between March and June, when rainfall begins along the Guinea Coast and extends progressively northward. The second phase occurs over the Sahelian region between July and September and is not characterized by a smooth transition from the primary phase, but rather an abrupt northward shift in the rainband. The third phase, however, is a gradual southward movement of the rainfall core between September and November. The timing of these three phases are critical to the population of the region, given a heavy reliance on rain-fed agriculture. When applying a dynamical model over this domain for the purpose of seasonal forecasting or projecting long-term climate changes, due consideration should therefore be given to the model's skill in replicating the intra-seasonal phases of the WAM.

2. Aim
The purpose of this study is to perform a quantitative evaluation of the skill of multiple regional climate models (RCMs) in simulating the intra-seasonal evolution of WAM rainfall. Emphasis is placed on the models' ability to replicate the timing of rainfall onset and cessation for the three phases of the monsoon cycle.

3. Data and method
The RCM simulations to be used for this analysis are the results of coordinated experiments currently being undertaken by multiple institutions as part of the ENSEMBLES project. Within ENSEMBLES, 10 institutions are conducting RCM simulations in collaboration with the African Monsoon Multidisciplinary Analyses (AMMA) project. All simulations share a common domain covering the West African region at a 50 km horizontal resolution. Boundary conditions for a set of validation runs covering the period 1989-2007 are provided by the ERA-Interim reanalysis. Further experiments using boundary conditions from selected general circulation model simulations are also being conducted for the period 1990-2050 to provide climate change scenarios. The output of these simulations will provide an unprecedented resource for inter-model comparison over West Africa. The present study will contribute to such a comparison by deriving appropriate measures of monsoon onset and cessation and using these to identify relative strengths and weaknesses of the RCMs.

4. Preliminary results
An initial evaluation of the HIRHAM RCM shows promising results. The spatial distribution of mean summer rainfall over West Africa is well replicated. The positions and magnitudes of local maxima, as well as dominant spatial gradients are simulated with remarkable accuracy. Temporal progression of the monsoon is also very well simulated (Figure 1). Meridional positioning of the rainband core appears realistic, but rainfall magnitude is possibly too high. An important feature of the HIRHAM simulation is that the second phase of the WAM cycle is correctly simulated as separate from the primary phase. More detailed analysis is ongoing and a quantitative inter-model comparison will reveal valuable information about the performance of the RCMs.

References
CLARIS project: Towards climate downscaling in South America using RCA3
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1. Introduction

This paper documents coordinated work carried out with the Rossby Centre regional atmospheric climate model (RCA3, Kjellström et al., 2005) within the work package on downscaling in the sub-tropical and mid-latitude South America of the European Union project 'A Europe-South America Network for Climate Change Assessment and Impact Studies' (CLARIS, http://www.claris-eu.org).

The goal of this 3-year interdisciplinary project was to build an integrated European-South American network dedicated to promote common research strategies to observe and predict climate changes and their consequent socio-economic impacts taking into account the climate and societal peculiarities of South America. CLARIS was built on experience obtained through other European Projects such as e.g. PRUDENCE, MICE and ENSEMBLES and was, in a more modest way, a counterpart of these projects in South America. Details on the project and its main results are summarized in Boulanger et al. (2009).

The work package on downscaling has promoted the coordinated participation of European and South American research teams in the use and development of regional dynamical models and statistical downscaling techniques. In particular, a collaboration between Rossby Centre (Sweden) and the Centro de Investigaciones del Mar y la Atmosfera (Argentina) was established with the purpose of pursuing climate research in South America using RCA3. Concerning dynamical downscaling activities within CLARIS, two multi-RCM ensemble downscaling were carried-out: (i) Case studies of months with observed extreme precipitation in south-eastern South America (hereafter EXP1), and (ii) Multiyear simulations of the recent present climate (EXP2). Models were run at horizontal spatial scales of ~50 km and were driven by reanalysis data ERA-40. In addition, regional climate change scenarios were generated during the last part of the project (e.g. Nuñez et al., 2008; Sörensson et al., 2009a).

For details on models participating in CLARIS downscaling activities the reader is referred to Boulanger et al. (2009) and Menéndez et al. (2009). More detailed information on RCA3 setup for South America can be found in Sörensson et al. (2009b).

The first part of this study (section 2) briefly evaluates the ability of models forced by analyzed boundary conditions (i.e. quasi-observed) to simulate case studies of intense precipitation in the monthly time-scale near the Rio de la Plata (EXP1) and a 10 year period (EXP2). The analysis is focused on the comparison between RCA3, CLARIS ensembles and observations. Simulations were evaluated against high-resolution data compiled by the Climatic Research Unit (CRU) (New et al., 2000).

In the second part (section 3) a regional climate change scenario developed for the CLARIS project is presented. RCA3 is nested into a coupled global model to study the effects of twenty-first-century climate change over South America. Three 20-year time-slice simulations were performed for the periods 1980-1999 (using reanalysis and global model driving fields) and 2080-2099. We assess the response of temperature and precipitation both in terms of seasonal means and changes in distributions for daily and monthly-to-annual time-scales.

2. Ensemble RCM experiments within CLARIS

The CLARIS ensemble for EXP1 consists of simulations performed with five RCMs (MM5, PROMES, RCA3, REMO and WRF) and one stretched-grid global model (LMDZ). The domain of analysis is restricted to southern South America where CLARIS is exploring models' behaviour and sources of uncertainty in more detail. For a description of the main results of the ensemble of model simulations over South Eastern South America (southern Brazil, Uruguay, north-eastern Argentina), including a comparison with station data and with results from a statistical downscaling method, we refer the reader to Menéndez et al. (2009).

The CLARIS ensemble for EXP2 consists of regional simulations performed with four models (LMDZ, PROMES, RCA3 and REMO) for the period 1991-2000. Models' domains are somewhat different from model to model but include most of South America (the domain of analysis covers from 50S to the equator and 85W to 35W). The CLARIS ensemble is able to reproduce the basic large-scale characteristics of the observed precipitation, such as the migration of rainfall associated with the South American monsoon system and the precipitation maximum associated with the South Atlantic Convergence Zone. The relatively good performance of the multi-model ensemble average compared to any one individual model, already found in previous studies with global models and with RCMs for other regions, is true in this regional study over South America as well. Nevertheless, this results from the cancellation of offsetting errors in the individual models.

Models have difficulties in capturing accurate mean precipitation amounts over the Amazon and La Plata basins (the two main hydrological basins of the region). RCA3 exhibits a reasonably good agreement with observations, but underestimates the annual mean rainfall of south-eastern South America (wintertime is too dry in this model) and overestimates precipitation in parts of western and southern Amazonia and along the Andes. These biases are often also found in other global and
3. Regional climate change experiment

In this section we examine a regional climate change scenario carried out with RCA3. The model has a continental-scale domain and is forced, for present climate (1980-1999), 20C3M scenario, simulation hereafter called RCA20) and future climate (2080-2099, IPCC SRES A1B scenario, hereafter RCA21), with lateral boundary conditions and SSTs updated every six hours from a coupled global model, ECHAM5/MPI-OM (Jungclaus et al., 2006). An additional 20-year experiment, where RCA3 is forced by ERA40 reanalysis data (Uppala et al., 2005, hereafter RCAERA), aids in the identification of the sources of the biases for the present climate. RCA3 does inherit certain large-scale errors from the driving coupled model, in particular concerning the position of the convergence zones in the Atlantic Ocean. As a consequence, RCA20 presents spurious large rainfall and too cold surface temperature over northeastern Brazil. In other regions such as Southern Amazonia, the positive large precipitation bias in RCAERA is attenuated in the global model driven simulation. But in general, the geographical pattern of precipitation is more correct in the reanalysis driven simulation, except for the austral spring season (SON) when both simulations show a reasonable pattern, and RCA20 actually is closer to the observed precipitation intensity. The seasonal mean surface air temperature response to the A1B scenario was found to be largest in the Amazon region, especially during SON. The seasonal mean precipitation response is largest during the monsoon seasons (SON and DJF). However, when assessing the response, it should be kept in mind that the present day biases are larger in magnitude than the model’s response to large-scale changes in circulation and SSTs for future climate. In SON the precipitation response is negative, suggesting a longer dry season and a delayed onset of the monsoon circulation in austral spring while in the mature monsoon phase (DJF) the response is positive in large areas of Western and Northern Amazonia.

Changes in daily temperature are consistent with less cold temperature extremes and more warm temperature extremes throughout the continent. The distribution of precipitation on different intensity classes shows a tendency toward an increase in the number of dry days and a decrease in the number of precipitation events in many regions during the monsoon onset (SON). During the mature monsoon (DJF) the amount of dry days decreases and the strong and heavy precipitation events increases over most of the continent. The Southern Amazonia and Southern Andes regions show an increase of dry days for all seasons.
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Influence of soil moisture initialization on regional climate model simulations of the West African monsoon

Wilfran Moufouma-Okia and Dave Rowell
Met Office Hadley Centre, Exeter, UK

The Met Office Hadley Centre regional climate model HadRM3P is used to investigate the relative impact of initial soil moisture and lateral boundary conditions on simulations of the West African Monsoon. Soil moisture data that are in balance with our particular model are generated using a 10-year (1997-2007) simulation of HadRM3P nested within the NCEP-R2 reanalyses. Three sets of experiments are then performed for six April-October seasons (2000 and 2003-2007) to assess the sensitivity to different sources of initial soil moisture data and lateral boundary data. The results show that the main impact of the initial soil moisture anomalies on precipitation is to generate random intraseasonal, interannual and spatial variations. In comparison, the influence of the lateral boundary conditions dominates both in terms of magnitude and spatial coherency.

1. Objectives
The objective of the present study is to improve our understanding of the influence of initial SM and lateral boundary conditions (LBCs) on Regional Climate Model (RCM) simulations of the West African Monsoon (WAM) in the framework of the West African Monsoon Modeling and Evaluation initiative (WAMME, Xue et al., 2008). For this, we performed four sets of experiment using the Hadley Centre RCM to assess the relative sensitivity of the wet season evolution over West Africa to SM initialization and LBC specification. In addition to the advantage of a higher resolution than the GCMs, the RCM can isolate the regional scale impact of initial SM conditions.

2. Model and experimental design
The RCM used here is the HadRM3P which is a high resolution limited area hydrostatic grid-point model, locatable over any part of the globe, and based on the atmospheric component of the HadCM3 coupled atmosphere-ocean GCM (Pope et al., 2000) with some modifications to the model physics. There are 19 vertical levels and the latitude-longitude grid is rotated so that the equator lies inside the region of interest, in order to obtain a quasi-uniform grid box area throughout the region of interest. The horizontal resolution is 0.44°x0.44°, which roughly corresponds to 50km at the equator of the rotated grid, and the model timestep is 5 minutes.

HadRM3P was first integrated continuously for 10 years (1997-2007) with the quasi-observed LBCs from the National Centers for Environmental Prediction and Department of Energy (DOE) Atmospheric Model Intercomparison Project Reanalysis II (NCEP-R2, Kanamitsu et al., 2002). The aim of this long-term integration, denoted NCEP_RM3PL, is to produce initial SM conditions that are fully consistent with the RCM formulation, and therefore capable of providing more appropriate estimates of initial SM moisture conditions for use in our model.

Three further sets of 7-month long sensitivity simulations, on which our analysis is based, were conducted using HadRM3P for the following six years, which have different climatic characteristics across most areas of the Sahel and portions of the Guinea coast region: the WAMME years (2000, 2003, 2004, and 2005; Xue et al. 2009), 2006 and 2007. Each individual simulation runs from April 1 to November 31, with the month of April considered as a spin-up period, so that only data from May to October (MJIASO) are used for the analysis.

The first set of sensitivity simulations, referred to as NCEP_RM3P, is the control experiment and consists of HadRM3P seasonal integrations forced by the 6-hourly LBCs from NCEP-R2 dataset and initial SM conditions from the continuous 10-yr NCEP_RM3PL simulation.

The second set of simulations, referred to as NCEP_ERA, is identical to the control, except that it uses initial SM conditions from the 40-year ECMWF Reanalysis project (ERA-40, Simmons and Gibson, 2000). This model configuration is similar to the standard WAMME experimental design (Druyan et al., 2009); except that here ERA-40 initial SM conditions are used instead of NCEP-R2 initial SM conditions. The main purpose of the NCEP_ERA experiment is to investigate the impact of early spring anomalous SM conditions on the subsequent monsoon precipitation over West Africa.

The third set of simulations, referred to as C20C_RM3P, is identical to the control, except that it uses LBCs from the Hadley Centre global atmospheric GCM (HadAM3, Pope et al., 2000; Good et al., 2007), which itself was forced by observed SSTs (see below) and integrated from 1949 to 2007. The objective of this RCM experiment is to investigate the impact of using a different LBC specification.

3. Results
The analysis of the response to early spring initial SM anomalies reveals many distinct features. Over the Soudan-Sahel and East-Soudan-Sahel, the initial SM anomalies persist for several months after the start of the simulation, although with gradually decaying magnitude. This then affects evapotranspiration, but in the experiments discussed here, it is not of sufficient magnitude to have a systematic impact on precipitation. Rather, it appears that these initial SM perturbations generate only random internal variations that have considerable intraseasonal, interannual and spatial variability. Over the Guinea coast region, evapotranspiration is not limited by SM availability, and again the only impact of the initial SM anomalies on precipitation is to generate chaotic variability on a range of time and space scales. In comparison, the impact of of LBCs on the RCM simulations is substantially larger, though perhaps not surprisingly also shows some systematic impact of the slightly different climatology of the driving data.
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Projection of the Changes in the Future Extremes over Japan Using a Cloud-Resolving Model (JMA-NHM) : Model Verification and First Results
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1. Introduction

Some extreme weather phenomena occur every year around Japan in the warm season (from June to October). For example, mesoscale convective systems around the Baiu frontal zone often bring heavy rainfall over the Japan islands. Typhoons also cause wind and flood damage. We also experience drought or extremely high temperature in the summer season. The changes in these extreme weather phenomena in the future climate are great concerns. Due to complex topography in the Japan islands, a super-high resolution model is desired to represent extreme phenomena. The Ministry of Education, Culture, Sports, Science and Technology (MEXT) has launched a 5-year (FY2007-2011) program, called as KAKUSHIN program, to contribute to the verification and first results of 5 km-mesh JMA-NHM (NHM-5km). This paper focused on the verification and first results of 5 km-mesh JMA-NHM (NHM-5km).

2. Model

The model utilized in this study is JMA-NHM (Saito et al. 2006, 2007), which is developed at Meteorological Research Institute (MRI) and Japan Meteorological Agency (JMA). The horizontal resolution of JMA-NHM is set to be 5 km (NHM-5km). The model domain is shown in Figure 1. In NHM-5km, terrain-following vertical coordinate $z^*$ is employed. The vertical grid in NHM-5km contains 50 levels with variable grid intervals of 40 m (near surface) to 886 m (model top). The model top is located at a 21.8 km height. The Kain-Fritsch cumulus parameterization scheme and improved Mellor-Yamada level 3 turbulence scheme proposed by Nakano (2004) are utilized in NHM-5km. The spectral boundary coupling (SBC) method, developed at MRI by Kida et al. (1991) and implemented in the JMA-NHM by Yassunaga et al. (2005), is employed in NHM-5km simulations to reduce phase errors between the outer model and NHM-5km.

3. Experimental Design

Since our targets are extreme phenomena from June to October, NHM-5km is initialized at 00UTC 17 May every experiment year, and the time integrations are performed until 00UTC 1 November.

First, in order to validate the accuracy of NHM-5km simulations, perfect boundary experiments are conducted using initial and boundary conditions produced from the JMA operational regional analysis data (RANAL), which have a horizontal resolution of 20 km. The experiments are performed for 5 warm seasons from 2002 to 2006.

Second, NHM-5km is nested within the simulations of AGCM-20km (TL959L60; Mizuta et al., 2006) experiments in the present (1990-1999) and future (2086-2095) climates. In the AGCM-20km experiment for present climate, observed SST and sea ice distribution are utilized as bottom boundary conditions. On the other hand, for future climate experiments, averaged SST/sea ice increment and trend predicted by CMIP3 models are added to detrended observed SST and sea ice distribution. More detail can be found in Mizuta et al. (2008). The SRES-A1B emission scenario is used in this study.

4. Perfect boundary experiments

The results of perfect boundary experiments are verified using observed precipitation and temperature data by Automated Meteorological Data Acquisition System (AMeDAS) of the JMA. The AMeDAS has about 1300 rain gauges over Japan (horizontal resolution of approximately 17 km) and about 850 stations for temperature, wind and sunshine duration observation over the Japan islands (horizontal resolution of approximately 21 km).

The NHM-5km results show a good agreement with observed monthly rainfall amount (e.g., Fig. 2). Appearance frequency of simulated daily precipitation amount exceeding 100 mm is slightly overestimated. Simulated monthly mean temperature has warm bias of 1 K. The simulated number of maximum consecutive dry days by NHM-5km also agrees with the observed one. Fifty nine typhoons come into NHM-5km domain during 2002-2006. Track of typhoons and their accompanying precipitation distribution and amount observed in Japan are also simulated well.

5. Present Climate and Future projection experiments

The NHM-5km results are compared with 1990s observed rainfall and temperature data. Less monthly precipitation amount in June (-22%) and more precipitation amount in July (+20%) are simulated by NHM-5km. These gaps are mainly brought from the poor reproducibility of the Baiu front in the AGCM-20km. Less precipitation amount is also simulated in September (-33%). This gap is mainly brought from the underestimation of number of typhoon.
approach to Japan; approximately half of typhoons approach to Japan in AGCM-20km results. Although the reproducibility of Baiu and typhoons is poor in AGCM-20km, we can discuss changes in the climatological property of rainfall and temperature in the future climate. In future climate experiments, appearance frequency of daily precipitation amount exceeding 100 mm, simulated by NHM-5km, increases more than 20%. The number of maximum consecutive dry days increases in most regions of Japan (Fig. 3). Several extremely hot days (maximum temperature is greater than 35 degrees centigrade) become to appear in some plain regions in future September.

6. Future plan
From 2009, new series of experiments are planed using improved AGCM-20km and NHM-5km. In new AGCM-20km, new cumulus convection scheme will be implemented to improve the reproducibility of the Baiu front and typhoons in Asia. In new NHM-5km, simple biosphere model (SiB) will be implemented to improve the accuracy of temperature projection. In addition, Kain-Fritsch scheme will be improved to reduce artificial precipitation pattern. The integrations in 25 warm seasons will be performed for present (1979-2003), near-future (2015-2039) and future (2075-2099) climates.

Figure 2. (a) Observed and (b) simulated monthly mean sea level pressure and precipitation in July 2003.

Figure 3. Maximum consecutive dry days in JJA in the (a) present and (b) future climates.
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Regional climate model studies in CEOP: The Inter-Continental Transferability Study (ICTS)
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1. Introduction

Regional Climate Models (RCMs) are often developed on the basis of existing weather forecast models. These are applied to a specific domain (e.g. Europe, America) and validated for present weather situations. However, is the model also flexible enough to be able to calculate a projected future climate correctly? A few things can already be ascertained about the model’s flexibility. One way to test a model’s flexibility is to carry out long-term simulations for different regions of the world, taking into account as many climate zones as possible. Takle et al. [2007] provide a survey of past and present activities in this field. They include an overview of transferability studies with several other RCMs. It has to be mentioned that in these studies for specific regions (e.g. for West Africa: Vizy and Cook [2002], Paeth et al. [2005], Druyan et al. [2007]) generally a testing and adaptation process precedes the actual simulations.

In the Inter-Continental Transferability Study (ICTS; Rockel et al. [2005]), which is part of the Coordinated Energy and Water Cycle Observation Project (CEOP; Koike [2004]) within the Global Energy and Water Cycle Experiment (GEWEX; http://www.gewex.org) the model setup as the same for all regions.

The two major objectives of ICTS are:

1. Study the transferability of regional climate models to areas of different continental scale experiments (i.e. to different climate regimes)
2. Apply CEOP (satellite, reference sites, global analysis and model data) and other available observational data sets to validate the energy and water cycle in regional models

Eight institutions show there interest in taking part in the ICTS exercise. Four managed to perform simulations over all regions with their RCMs and delivered data. These are the RSM, CRCM, GEMLAM, CLM

Model domains and setup

Seven computation areas were defined (Fig. 1). Each of the domains corresponds to a certain Regional Hydrology Project (RHP) in GEWEX. Several aspects were considered in defining the domains. For instance the model boundaries should not cut through mountain ridges and typical features for a region should be included in the model domain. Furthermore the domain should be large enough to minimize the influence of the driving model. In addition several test simulations are performed to find the optimal domain. In order to minimize these tests the choice of the domain size is based on the experiences of other groups who already performed simulations on these domains.

Areas cover the Mackenzie GEWEX Study (MAGS), the GEWEX Americas Prediction Project (GAPP), the Large-Scale Biosphere-Atmosphere Experiment in Amazonia (LBA) and the La Plata region, the BALTEX catchment, the AMMA (African Monsoon Multidisciplinary Analysis) region, the GEWEX Asian Monsoon Experiment (GAME) region, and the MDB (Murray-Darling-Basin Water Budget Project).

A requirement in ICTS was to use the same model settings for each domain. Participants in ICTS interpolated the results of their simulations onto a common geographical grid and common domains. The rectangles in Fig. 1 show the outline of these domains.

Common grid domains in ICTS.

Initial and boundary data was taken from the NCEP (National Centers for Environmental Prediction) reanalysis II data set (Kanamitsu et al. [2002]). This data is available or 00, 06, 12, and 18 UTC each day on a Gaussian grid with a horizontal resolution in the meridional of 1.875°.

The simulation period is July 1999 to December 2004, with the first six months considered as spin-up period.

Results of the simulations are stored in the CEOP model data archive at the WDCC (World Data Centre for Climate) in Hamburg and are freely available to the science community. Two kind of data sets were produced: daily values of gridded data on a common 0.5 degree grid and 3hourly values as MOLTS (Model Output Location Time Series) for the reference sites within CEOP (denoted by the red dots in Fig. 1).

2. Data for Intercomparison

Global gridded data sets

Global analysis data sets from GCMs of eight weather centres around the world are part of the CEOP model data set and are available for the two years time period 2003/2004 through the WDCC. These data sets are used in ICTS for comparison with the regional climate models. In addition several freely available observational gridded data sets were taken into account (e.g. GPCC4, Matsuura-Willmot, TRMM)

CEOP Reference Site data

In a coordinated activity numerous meteorological stations around the world served as reference sites within CEOP. Time series in hourly resolution or less of several meteorological parameters are stored in the CEOP reference data archive. Participants in ICTS use these valuable data set e.g. for studies of the diurnal cycle and frequency distributions of quantities.
3. Results

I. Meinke, J. Roads, and M. Kanamitsu (2007) compared gridded observations of the Global Precipitation Climatology Project (GPCP) and the Global Precipitation Climatology Center (GPCC), as well as CEOP reference site precipitation observations with the RSM simulated precipitation for the first half of the CEOP Enhanced Observation Period (EOP) III (October 2002 to March 2003). After estimating the uncertainty ranges of both the model and the observations, model deficiencies were obtained for almost all model domains in terms of the amount of simulated precipitation. Although the RSM is able to accurately simulate the seasonal evolution and spatial distribution of precipitation, the RSM has an almost uniform positive bias (i.e., RSM values are greater than observed values) over almost all the domains. Most of the positive bias is associated with convection in the Intertropical Convergence Zone (ITCZ) or monsoon convection in Southeast Asia. Predicted stratiform precipitation is also excessive over areas of elevated topography. As the control simulations used a Relaxed Arakawa-Schubert scheme (RAS), sensitivity tests with three additional convection schemes were then carried out to assess whether the simulations could be improved. The additional convection schemes were: 1) the Simplified Arakawa-Schubert scheme (SAS); 2) the Kain-Fritsch scheme (KF); and 3) the National Centers for Atmospheric Research (NCAR) Community Climate Model (CCM) scheme. The precipitation simulation was significantly improved for almost all domains when using either the KF scheme or the SAS scheme. The best simulations of ITCZ convective precipitation and Southeast Asian monsoon convective precipitation were achieved using the SAS convection scheme.

B. Rockel and B. Geyer (2008) performed similar comparison as I. Meinke et al. but with the regional climate model CLM. As expected, the quality of the simulations for temperate and continental climates is similar to those over Europe. Tropical climates, however, display systematic differences with a land-sea contrast. Here, precipitation is overestimated over warm oceans and underestimated over land. Another similarity in all regions is the positive bias in precipitation occurring over high and narrow mountain ranges which stand perpendicular to the main wind direction. In these cases, the CLM produces higher precipitation values than those given in the Global Precipitation Climatology Project (GPCP) data set. A comparison to three other regional climate models indicates that the findings are not CLM-specific. It also stresses the major role of the convection scheme in tropical regions. The study confirms the assumption that in order to gain optimal results, one standard model setup is not appropriate for all climate zones.

Dominique Paquin (Ouranos) has looked at a mini-ensemble of ICTS runs for the large Asia/Himalaya domain. In addition to the requested simulations over 7 domains, supplementary simulations with the CRCM over the GAME domain (Asia) were generated with the aim of estimating the internal variability of the model. This estimation is needed to assess how much of the inter-model variance observed in this domain can be explained simply by model internal variability (sensitivity to initial conditions), rather than model configuration differences. Two different configurations were used: a) the standard configuration of the model that includes spectral nudging of the horizontal wind in the higher levels of the atmosphere, and b) a configuration without spectral nudging. Each configuration was run twice with different initial dates (twin simulations).

The internal variability responses of the two configurations are evaluated for temperature and precipitation over observation points. Time series and diurnal cycle are studied. Results show that at some locations internal variability for simulations without spectral nudging can be as large as are the differences between different model configurations or other models.

B. Gutzowsky (Iowa State University) and others compared MOLTS data of ICTS regional model results with CEOP reference sites observations with respect to frequency distributions and diurnal cycle.
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1. Introduction

This presentation introduces and discusses common aspects and lessons learnt in a co-ordinated regional climate modeling experiment for Western Africa, performed within the EU Integrated Project ENSEMBLES, see e.g. Hewitt and Griggs (2004), and collaborating with the AMMA project (Redelsperger et al. 2006).

2. Regional climate and Africa

While the threat of climate change to Europe is real, the threat to other regions of the world is far greater both from a climate change perspective and due to vulnerability. This is especially true for Africa, as is emphasized in Boko et al (2007). At the same time, there is a deep lack of climate data on regional and local scales both on the recent past and on possible future conditions (cf. Christensen et al. 2007). Whereas information on the recent past conditions is important in characterizations of climate variability including extremes, as well as in development and evaluation of seasonal forecasting and impact models, future projections in turn are needed for weather and water related risk assessments and adaptation efforts. Estimates of regional/local climate change are therefore an important question for Africa.

3. ENSEMBLES regional climate modelling

One research theme of the EU Integrated Project ENSEMBLES is on regional climate models (RCM). In particular, there is co-ordinated experimentation with a number of European and one Canadian RCM. These simulations are made in two patches. One is for a recent past period (not least for assessing RCM performance), using global reanalysis (ERA40, Uppala et al. (2006)) data as boundary conditions, in runs performed for Europe, followed with climate change projections, with ENSEMBLES global model projections providing the boundary conditions, run mostly with the SRES A1B emissions. Similar set-up is now made for Western Africa. The ENSEMBLES regional climate model study covers the so-called AMMA region. Again, there are two simulation streams. The first one covers 1980-2007, relying on ERA-Interim reanalysis data for boundary conditions (see www.ecmwf.int). As for Europe, a second stream consists of climate change projections, for the 1990-2050 period and run at 50 km resolution, relying on few GCMs for boundary conditions and again the A1B emission scenario (Nakicenovic et al. 2000).

The RCM runs for western Africa are performed by 11 regional climate modeling groups, with almost as many RCMs (HIRHAM (in two versions), RCA3 (by two groups), RACMO2, RegCM, HadRM, REMO, PROMES, ALADIN CV28T3, CCLM). Whenever possible, the models are run with the same (minimum) domain with perfectly overlapping grids (so as to provide for easier comparisons). As some the RCMs have different co-ordinate systems, some of the models have slightly different grids compared to the body of the contributing models.

Figure 1. ENSEMBLES general Western Africa minimum RCM domain.

4. ENSEMBLES – AMMA collaboration

The RCM simulations have been set up and are evaluated in dialogue with the EU/AMMA project. Herein focus is on one hand on relevant climate aspects for significant impact applications, and on the other hand, the capture of important climate phenomena in the region. Indeed, whereas ENSEMBLES benefits from the experience of applying the RCMs in another region, thus putting them to test under a different climate regime (cf. Rockel et al. 2005), EU/AMMA gains a database covering the past two decades and extending to the middle 21st Century. Compared to earlier, rather sporadic regional climate model simulations for the region, this constitutes a major resource for impact research.

5. Models and data

The RCM runs have been underway in 2008-2009. Various evaluation data are collected. Especially the databases collected by AMMA are valuable for this purpose. The first analyses concerned temperature, precipitation and surface energy fluxes. Some of the comparisons were made for specific regions, such as river catchments. Continued evaluation efforts are to extend to look at the course and character of such meteorological phenomena as the timing of the monsoon season, diurnal cycles and variability on different scales. In many respects, the RCMs exhibit skill in reproducing the regional climate, but also deficiencies can be found. These provide information for model development efforts and also for identifying data needs.

6. Next steps

The ENSEMBLES RCM efforts will include joint analyses and RCM intercomparisons for both the simulations over the recent climate period (see above) and the future scenario period. The model data will be available for other researchers’ efforts, thus facilitating
new and more comprehensive climate, climate change and
climate impacts for the region.
The simulations will also serve as a learning platform for
future co-ordinated RCM experiments for other world
regions, and not least those that so far are less extensively
studied.
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Assessing the performance of seasonal snow in the NARCCAP RCMs – An analyses for the Upper Colorado River Basin
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1. Introduction
Seasonal snow is a major component of the hydrological cycle and thus of the climate system Cohen and Rind (1991). The dynamics of the snow cover depends on the atmospheric circulation, which in turn is thermodynamically influenced by the snow pack.

In mountain regions, the dynamics of the seasonal snow cover is a key factor for hydrological run off and consequent availability of water for human consumption, irrigation and power generation e.g. Barnett et al. (2005). Due to the proximity to the melting point, snow is particular sensitive to changes in the atmospheric conditions with significant effects on the timing and magnitude of hydrological run off.

Among the most promising tools for assessing future changes in the hydrological run off in mountain regions is Regional Climate Models (RCMs). They are able to simulate and provide climate input variables on a regional scale and for heterogeneous landscapes such as mountain topography Leung and Qian (2003). However, so far only a few studies analyzed the performance of mountain snow in RCMs. There are many reasons for that, including foremost the general difficulties associated with process-modeling in complex topography and the lack of ample snow observations in most mountain regions worldwide for validation purposes.

Despite these limitations, here, we aim at assessing the performance of the seasonal snow in the RCM simulations calculated for the international RCM program NARCCAP (North American Climate Change Program, www.narccap.ucar.edu) Mearns et al. (2005).

2. Study site and data
The following analyses are conducted for the region of the Upper Colorado River Basin (UCRB) in the U.S. Rocky Mountains. Here, the seasonal snow pack of the highest peaks contributes about 70 % of the Colorado River’s total annual run off Christensen et al. (2004). Within the perimeter of the UCRB, 45 SNOTEL observation stations exist, most of them measuring Snow Water Equivalent (SWE), 2m Temperature (2mT) and precipitation (Precip), since 1981 and before. In addition to these point measurements, a second source of ‘observation’ is used in this study; the gridded NARR data (North American Regional Re-analyses), with a horizontal resolution of 32 km. SNOTEL and NARR are compared in the following with results from NARCCAP simulations. Only NCEP-driven NARCCAP runs are used in a first step. The comparison includes the following RCMs, listed with the respective Land Surface Scheme (LSS) used in each RCM. It is in the LSS, where the processes concerning the snow dynamics are defined.

ECPC (Experimental Climate Prediction Center) from Scripps Institution of Oceanography, La Jolla, CA, USA.
LSS: NOAH

MRCC (Modèle Régional Canadien du Climat) from Ouranos Consortium, Montreal (Quebec), Canada.
LSS: CLASS

RegCM3 (REGional Climate Model) from UC Santa Cruz, ITCP, USA.
LSS: BATS

WRF (Weather Research and Forecasting Model) from Pacific Northwest National Lab, Washington, USA.
LSS: NOAH

MM5 (Mesoscale Meteorologic Model) from Iowa State University, Iowa, USA.
LSS: NOAH

All RCMs are run with a grid spacing of 50 km and cover the UCRB by 10 grid boxes.

3. Analyses and some results
‘SWE’ and the two related variables ‘2mT’ and ‘Precip’ were compared and analyzed in various spatial and temporal terms.

It was found that NARCCAP RCMs generally simulate higher air temperatures than NARR and particularly than SNOTEL. However, the departures are relatively constant within different elevation levels, indicating that theoretically a lapse rate correction could be applied for adjusting the NARCCAP results towards the SNOTEL measurements. Though, based on the relatively small elevation difference between the SNOTEL and NARCCAP topography, the lapse-rate factor only explains a minor part of the deviation.

Regarding precipitation the NARCCAP models are in general too dry compared to SNOTEL. A large-scale factor that influences the climate and particularly precipitation on the Colorado Plateau is the ENSO. Major El Niño events as e.g. in 1982-83, 1992-93 and 1994-95 produce during winter exceptionally wet weather in the region. It is thus of interest, if these events are reflected in the datasets. However, no clear evidence is found in any of the datasets used here, pointing towards ENSO events.

Finally, SWE, shows significant departures between the different RCMs, and also compared to SNOTEL and NARR. While the annual cycle is captured relatively well, the amount of snow as well as the duration and the time of maximum vertical snow depth are significantly underestimated by the NARCCAP RCMs and NARR.
compared to SNOTEL. The departures can partly be attributed to the too high temperatures simulated by NARCCAP RCMs compared to SNOTEL. Another reason for the partially great deviations is that SNOTEL probably in general overestimates snow cover depth. The SNOTEL stations were placed based on the goal to collect information primarily for run off forecasting purposes, and not to measure and monitor snow as a climate variable. Therefore, SNOTEL sites are mostly located in troughs, shadowed areas and generally, where the seasonal snow pack lasts a relatively long time.

In order to gain some insights into possible reasons and sources leading to the biases found, some analyses regarding the LSS were undertaken. The LSS dictates and forces the processes related to snow in a RCM. Here, there was no obvious larger similarity found between RCMs using the same LSS. In particular also NARR, which uses the same LSS (NOAH), as the RCMs WRF, MM5 and ECPC, did not show specific similarities with the respective RCMs. Therefore, it seems that the LSS’s function is marginal for the final output regarding snow and that the biases found can not directly be attributed to the LSS used by the RCM.

4. Conclusion and Perspectives

It can be concluded so far that the annual snow cycle is, in general, represented relatively well by the NARCCAP simulations but underestimates the amount of snow. Quantifying this underestimation in absolute values is, however, difficult. This is because the SNOTEL measurements most probably overestimate the effective snow depth due to the primary goal of the SNOTEL network as mentioned above. Furthermore, a comparison between point measurements and gridded data is always somewhat questionable. Additionally, a detailed attribution of the biases to e.g. the LSS or the elevation differences between models and reality is finally not possible. Because of the many uncertainties associated with such analyses, it is advised and proposed to refer to such analyses as ‘an assessment or evaluation of the performance of the models’ rather than as ‘a validation of models’.

Nevertheless such analyses are fundamental for the impacts community. It is essential that impacts modeler know about the range of uncertainty associated with RCM outputs and that they account accordingly for it in their studies.
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Applying the Rossby Centre Regional Climate Model (RCA3.5) over the ENSEMBLES-AMMA region: Sensitivity studies and future scenarios
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1. Introduction
Western Africa is a region subject to decadal variability in rainfall including devastating droughts in the Sahel region during the last decades of the 20th century. Changes in Sahel precipitation may be related to the response of the African monsoon to oceanic forcing amplified by land-atmosphere interaction (Trenberth et al. 2007). Although AGCMs are able to simulate basic patterns of rainfall trends during the second half of the 20th century there are uncertainties related to their ability of simulating for instance interannual variability in rainfall and the exact position of the African Easterly Jet (Christensen et al. 2007). AOGCMs have even larger problems including biases in sea surface temperatures (SST), displacements in the intertropical convergence zone and distortions in the monsoonal climate. Possibly RCMs can be used to improve the understanding of the processes regulating the climate in this region. So far only few RCM simulations exist for this area although efforts are currently undertaken in the AMMA (Redelsperger et al. 2006), WAMME (Cook and Vizy 2006) and ENSEMBLES (Hewitt and Griggs 2005) projects. In this paper we present results from one RCM for this area.

2. RCA 3.5
We have used an updated version of the Rossby Centre regional climate model RCA3 (Kjellström et al. 2005, Samuelsson et al. 2006). RCA3 is developed at Rossby Centre, SMHI, and has been extensively used in a number of climate scenario studies. RCA3 is one of the RCMs in the European projects PRUDENCE (Jacob et al. 2007) and ENSEMBLES (Sanchez-Gomez et al. 2008). RCA3 includes parameterizations for radiation (Savijärvi 1990; Sass et al. 1994), turbulence (Cuxart et al. 2000), large-scale clouds and microphysics (Rasch and Kristjánsson 1998), convection (Kain and Fritsch 1993; Jones and Sanchez 2002), and land surface (Samuelsson et al. 2006). In the updated version RCA3.5 we have replaced the original lake model PROBE (Ljungemyr et al. 1996) by FLake (Mironov 2008) and replaced the land-surface physiographic information by ECOCLIMAP (Masson et al. 2003). The convection parameterisation is based on Bechtold et al. (2001) which is a development from the one by Kain and Fritsch (1993) now separating shallow and deep convection.

3. RCA3.5 over ENSEMBLES-AMMA
The RCA3.5 ENSEMBLES-AMMA domain is shown in Figure 1. The domain is set up on a regular grid resolved by 168x142 grid points covering -39 – 35°E and -23 – 39°N which corresponds to 0.4° or 50km horizontal resolution. In the vertical we have used 24 and 40 levels, respectively. For hind-cast simulations we have used ERA INTERIM as forcing for lateral boundary conditions and for sea-surface temperature. The analyzed period cover 1990-1997 with one year spin-up time before that. For the scenario simulation we take lateral boundary conditions and sea surface temperatures from the HadCM3 model (Collins et al. 2006) operating under the SRES A1B emission scenario (Nakićenović et al. 2000). The scenario simulation covers the period 1961-2100.

Figure 1. The RCA3.5 ENSEMBLES-AMMA domain including the Sahel region as used for area-averaging.

4. Sensitivity tests
In Figure 2 it is shown how the simulated annual cycle of precipitation depends on the number of vertical levels used. The results represent averaged values over the Sahel region as shown in Figure 1. The improvement of the model to capture the large amount of precipitation during the rain period due to increased number of vertical levels is obvious. However, over this area, the too early on set of the rainy season gets even more pronounced.

We will present results based on some more tests including the sensitivity of the simulated African Easterly Jet and precipitation patterns on albedo and SST.

Figure 2. Annual cycle of precipitation over the step region. The lines represent: RCA3.5 40 levels (solid red), RCA3.5 24 levels (dashed red), ERA INTERIM (dashed blue), ERA40 (solid blue), CRU (green), GPCP (black) and Willmott (cyan).
5. Future climate

We will compare the simulated climate in the 20th century to observational climatologies. Focus is on evaluating the ability of the combination HadCM3-RCA3 to simulate aspects of the atmospheric circulation in the area and the associated rainfall patterns and their seasonal migration. In a next step it will be illustrated how these aspects change in a changing climate and to what degree the regional climate model alters the signal given by the global model.
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Interactions between European shelves and the Atlantic simulated with a coupled regional atmosphere-ocean-biogeochemistry model
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1. Introduction
In the framework of NORDATLANTIK project the numerical investigations of interactions of the water masses on the European shelves with the Atlantic were carried out. A regionally coupled model consists of the regional atmosphere model REMO, the global ocean model MPI-OM and the marine biogeochemical model HAMOCC, which simulates biogeochemical tracers in the oceanic water column and in the sediment (Mikolajewicz et al. 2005, Maier-Reimer et al. 2005). The coupled domain includes Europe, the North-East Atlantic and parts of the Arctic Ocean (Fig.1).

The lateral atmospheric and the upper oceanic boundary conditions outside the coupled domain were prescribed using ERA40 reanalysis data. No momentum and heat flux corrections was applied.

2. Model simulations
For better understanding of the influence of tidal dynamics on long term ocean variability the model was run both with (run A) and without (run B) tidal forcing, derived from the full ephemeridic luni-solar tidal potential.

Figure 1. Coupled REMO/MPI-OM configuration. The red rectangle indicates the domain of coupling. Only every fourth line of the formally global ocean grid is shown (black line)

The “dynamical” effect of tides on the mean North Atlantic circulation leads to a small reduction of the mean current in the open ocean and an amplification along the North European shelf edge.

Tidally induced mixing leads to a reduction of North Atlantic SST. However, warming (up to 3K) occurs near the amphidromic points of the M2 and S2 tidal constituents near Iceland and in the middle of the North Atlantic (Fig.2).

Figure 2. Tidal influence on SST. The difference in mean SST (C) between run A and B

3. Biogeochemistry
The biogeochemical model HAMOCC5 has been spun-up with anthropogenic CO2 concentrations starting in 1860 and using atmospheric forcing from the ERA40 reanalysis. For years before 1958, the forcing was repeated in several cycles beginning in 1860, so as to prevent a model drift for 1958 when the reanalyzed data become available. Therefore, physical conditions before 1958 deviate from the true state, whereas after 1958 they correspond to the true state within the usual limitations (model errors, forcing errors etc.).

Figure 3. Time series of oceanic pCO2 (top) as global mean (black line) and for the North Sea and Baltic (red line) and oceanic uptake of CO2 in GtC/a (bottom)

The simulated increase in oceanic pCO2 is shown in Fig. 3 as global average (black curve) and averaged over the
North and the Baltic Sea (red curve). Note the stronger than global average increase for the North Sea and the Baltic area, implying that these marginal seas may serve as a precursor for the global ocean with regard to CO2 increase.

Further features of the biogeochemical model are artificial tracers, marking tropical, polar, and northwest European shelf water masses. Tropical and polar tracers decay with a half-time constant of 30 years, the northwest European shelf tracer with a half-time constant of 3 years. These tracers were computed into equilibrium over a period of 200 years. Afterwards, the ERA forcing was used for the years 1958 to 2001. The distribution for the year 2001 is shown in Fig. 4. The figures show the northward spreading of tropical water masses with the Gulf Stream and along the Norwegian coast (upper panel), the southward spreading of the polar water masses in the north-western Atlantic (centre panel) as well as the spreading of water masses from the northwest European shelf into the deep water formation regions between Greenland and Svalbard (bottom panel).

Figure 4. Concentrations of the artificial tracers in the 2001 from the model integration with ERA forcing. From top to bottom: tropical, polar, and northwest European shelf water mass tracers.

One application of the artificial tracer is to determine changes in the water masses e.g. in the North Sea where recently an increase in subtropical species has been observed in the fauna. It is not clear yet, whether this is due to a local increase in temperature due to e.g. global warming or a change in inflowing water masses. The artificial tracers show a relative increase of the contribution of tropical water masses in the North Sea for the last 20 years, indicating that changing circulation patterns may be the cause.

Figure 5. Time series of the concentration of artificial tracers averaged over the North Sea for a tropical (black) and a polar (blue) tracer.

4. Summary and future work
A coupled AOGCM including ocean biogeochemistry was successfully validated for the period 1958-2001. As a next step further simulations of the anthropogenic climate change are planned.
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ALADIN-Climate/CZ simulation of the 21st century climate in the Czech Republic for the A1B emission scenario
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1. Introduction
In the frame of the EC FP6 project CECILIA, two simulations of the future climate conditions in the Central Europe were performed by the regional climate model ALADIN-Climate/CZ under high resolution of 10 km. The simulations according to the IPCC A1B emission scenario cover 30-years time intervals in the middle (2021-2050) and end of the 21st century (2071-2100). The regional model was driven by the general circulation model (GCM) ARPEGE-Climate over the Central Europe domain shown on Fig. 1. The analysis of the expected climate change is focused only on the Czech Republic that represents a part of the integration domain. There are 789 model’s grid points over the Czech Republic.

2. Methodology
Before the analysis of the future climate, the model data were corrected according to validation results carried out for the period 1961-1990. For this task a new gridded dataset of station observation was created from all available data records stored in the climatological database of the Czech Hydrometeorological Institute. All input station observations were quality controlled and homogenized in daily scale and then recalculated to the ALADIN-Climate/CZ’s grid of 10 km horizontal resolution while taking into account the model’s elevation and distance from an individual grid point.
Gridded dataset of station observations was then compared with the past climate (1961-1990) GCM driven ALADIN-Climate/CZ simulation in each grid point. According to relationship between these two datasets, outputs of A1B scenario integrations of the future climate were corrected applying an approach of Déqué (2007) that is based on a variable correction using individual percentiles. After the correction, the model outputs are fully compatible with the station (measured) data.
The gridding and all data processing including the presented analysis were done by ProClimDB database software for processing of climatological datasets (Stepanek, 2009).

3. Results
The analysis of the 21st century climate in the Czech Republic was focused on four basic meteorological elements: daily mean, maximum and minimum 2-meter temperature and precipitation. Spatial distribution of the projected changes and the temporal evolution over the periods 1961-2050 (1961-2100) for individual seasons was studied (Fig 2). A special emphasis was put on the investigation of the selected extreme characteristics for 2-meter temperature (minimum and maximum) and precipitation. The obtained information on the future climate was compared to both, ALADIN-Climate/CZ historic run (1961-1990) and station observations.

Figure 2. Fluctuations of averaged seasonal winter (top) and summer (bottom) air temperature for the Czech Republic calculated from gridded dataset of station observations (1961-2007) and corrected A1B scenario model runs (2021-2050). Smoothed by Gaussian low-pass filter for 10 years.
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Overview of the research project of Multi-model ensembles and downscaling methods for assessment of climate change impact, supported by MoE Japan
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1. Introduction
With a strong determination to fill in the gap between the result of climate prediction by the whole atmospheric model and the study of impact statement, we started the project S-5-3 supported by Ministry of the Environment, Japan. Now we are in the third year of it. Unfortunately we haven’t made yet a specific formation of the big system that we had in mind when we applied it for permission in figure 1. However, each part of it has been making its clear formation, thanks to the effort made by each participating institution. The accomplishment report for the last two years is outlined as follows.

2. To Reduce the model uncertainty
To reduce the uncertainty of the RCMs result, we integrate many 20km RCMs parallel over the field of Japan Islands (Fig. 2). Three institutions and universities (National Institute for Earth science and Disaster prevention (NIED), University of Tsukuba and Meteorological Research Institute (MRI)) integrated their 20km resolutions regional climate models for three years (2002 – 2004), by using JRA-25 (reanalysis data) as the boundary forcing data. They are NIED-RAMS (Dairaku et al., 2009), TERC-RAMS (University of Tsukuba), MRI-NHM (Sasaki et al., 2007) and MRI RCM (Murazaki et al., 2008). With the cooperation of Tanaka (2008, personal communication), we have made advances in our studies of bias specification and model tuning, as shown in figure 3. Using the calculational result from them, Tanaka (2008, personal communication) has started to study a bias correction method of precipitation and surface air temperature, as shown in figure 4. We also apply pseudo global warming method (PGWM) and do the integration of the WRF model. Hara et al. (2008) succeeded to simulate the snow depth pattern around Japan Islands caused by the Asian winter monsoon. Kawase et al. (2009) succeeded to simulate the Meiyu-Baiu frontal rainbands appearing at the Asian summer monsoon season with the lateral boundary forcing by the ensemble results of CMIP3 AO-GCMs.

3. To bridge the results to the impact research
In the area of the dynamic downscaling which is no less important than the statistical downscaling, the study about the city area was developed by using urban canopy schemes (University of Tsukuba, MRI and DPRRI). At MRI (Aoyagi et al., 2009), the regional climate model was put together with an urban canopy scheme and an
experiment of recreating the present climate was done. In addition to this, at University of Tsukuba (Kusaka et al., 2008), a pseudo global warming experiment was done by using the result of the MIROC-HI model as the boundary and they succeeded in showing the future increase in the temperature in the Tokyo metropolitan district as shown in figure 5.

![Frequency histogram of the daily total precipitation and daily mean temperature](image)

**Fig. 4**: Frequency histogram of the daily total precipitation (a) and daily mean temperature (b). Black dots: AWS observation, blue line: MRI-NHM original value, green line: Corrected total value, red: corrected also the frequency. The value of one prefecture in Japan is displayed (Tanaka, 2009, personal communication).

![Temperature increase map](image)

**Fig. 5**: The temperature increase of August to 2070, by using TERC-RAMS model nested into the MIROC AO-GCM by using PGWM. The map is around the metropolitan area of Japan (Kusaka et al., 2008).

We also apply statistical downscaling method to get the finer structure up to 1km grid, in the rural area. We try to get the projection data accurate enough to drive the impact model of both hydrology and agriculture.

### 4. The response to the present results

This is the report mainly about the comments made in the meeting for the advisory report base on remarks by those who represent various institutions. The prediction information with specific names of different places gave a strong impact to media representatives. As far as the regional climate model is concerned, assessment was conducted in each prefecture respectively and the method of evaluating warming of the climate in each prefecture was presented, to which many people took a strong interest. And when using the urban model, we were able to produce an almost pinpointing prediction result, which gave a very strong impression on many people. We think that this resulted from the method in which we presented it, but it seemed to give a good impression.
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Simulation of Asian monsoon climate by RMIP Models
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1. Introduction
Regional climate model has shown its great abilities to add regional details in climate and climate change signals, which are forced by meso-scale forcings such as topography, inland water body, the coastline, land use/land cover changes, etc. However, more systematic evaluation of RCM to adequately assess its performance and uncertainty in reproducing the regional climate information is required. To fully assess the regional climate model’s advantages and disadvantages in simulating the Asian monsoonal climate, and to provide better confidence in projecting regional climate change, the Regional Climate Model Intercomparison Project (RMIP) for East Asia has been established to study the performance of an ensemble of regional climate models (RCMs) when simulating Asian climate. Started in 2000, RMIP is under the joint support of Asia-Pacific Network for Global Change Research (APN), the Global Change System for Analysis, Research and Training (START), the Chinese Academy of Sciences (CAS), and other national projects. RMIP seeks to improve further the RCM simulations of East Asian climate by evaluating their strengths and weaknesses in a common framework (Fu et al., 2000).

RMIP are carried out to improve RCMs simulation of East Asian climate by evaluating their strengths and weaknesses in a common framework. The specific objectives of RMIP are: (1) to assess the current status of East Asian regional climate simulation; (2) to provide a scientific basis for further RCM improvement; (3) to provide scenarios of East Asian regional climate change in the 21st century based on an ensemble of RCMs that are nested with GCMs.

A two-phase simulation program has been conducted to meet these objectives.

Phase-one, the 18-month simulation (March 1997- August 1998) covers a full annual cycle and contains two climatic extremes, i.e., the East Asian drought in summer 1997 and the floods in the Yangtze and Songhua River Valleys of China, as well as in Korea and Japan during summer 1998. The tasks of phase-one are to examine the models’ capabilities to reproduce the seasonal cycle of East Asian Monsoon Climate, and to capture the basic character of two extreme climatic events. Totally nine models, including eight RCMs and one conformal-cubic Atmospheric Model, from five countries have taken part into the RMIP’s phase one simulation. 1998 is the weak summer monsoon year, and the results phase one are used to examine the models’ performances on simulating this abnormal monsoon year.

Phase-two is 10-year continuous simulation (January 1989 - December 1998) was conducted to assess the models’ abilities to reproduce the statistical behavior of the average Asian monsoon climate.

2. RMIP models' simulation of weak monsoon year of 1998
The main components of East Asian Summer Monsoon System includes the Australian cold anticyclone, the cross equatorial flow, the Indian South West Monsoon flow, ITCZ over South China Sea and the western Pacific, the western Pacific subtropical High and tropical easterly flow and the Meiyu Front zones.

As a weak East Asian Monsoon year of 1998, the weak monsoon circulation produces too much precipitation over Yangtze River valley, which caused severe flooding. Most models captured the extreme heavy rainfall in 1998, though the models simulated intensities are different from that of observation (Fig.1). The results also show that models tend to overestimate the precipitation at the higher latitude.

Figure 1. the total summer precipitation (mm) by RMIP Models.

3. Mean Monsoon Climate by RMIP models
The East Asian summer monsoon begins following the onset of the South and East Asia monsoons. Fig.2 shows the spatial distribution of 10-year mean summer total precipitation from RMIP Phase-Two results. All models reproduce the main monsoon rainfall center over Yangtze Valley of China, but either overestimate or underestimate the rainfall amount compared with observations.
4. Interannual Variability of East Asian Monsoon Climate by RMIP models

The model can simulate the interannual variability of monsoon precipitation, as shown in Fig. 3. The high variability regions such as North India, south-east China are reasonably captured by most RMIP models. The differences between model results and observations are not significant.

5. Conclusions

Most RMIP model can simulate the averaged East Asian Monsoon precipitation as well as its variability. However, models' abilities on producing the main rainfall centers and intensities can be further improved by better simulation of monsoon circulation and better understand the impacts of the model physical processes on East Asian monsoon system.
Use of regional climate models in regional attribution studies
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1. Introduction

Attribution is the scientific process whether an identified change is consistent with an expected response to a combination of external forcing mechanisms and inconsistent with alternative, plausible explanations for which important elements are excluded from the combination of forcing mechanisms. Currently, the IPCC (IPCC, 2007) concludes:

“Difficulties remain in attributing temperature changes on smaller than continental scales and over time scales of less than 50 years. Attribution at these scales, with limited exceptions, has not yet been established. Averaging over smaller regions reduces the natural variability less than does averaging over large regions, making it more difficult to distinguish between changes expected from different external forcings, or between external forcing and variability.”

An alternative to reducing dimensionality by averaging is to apply attribution techniques to a particular physical process rather than over a summation of all processes. Two examples are provided herein.

2. Attribution of Seasonal Extremes of Water Vapor Flux Convergence

An increasing trend over the past century in frequency and intensity of precipitation >4” has been found to be statistically significant in the upper Midwest United States (CCSP, 2008). Precipitation has large spatial variability, especially high-rate precipitation, making attribution studies susceptible to poor signal-to-noise ratio. Furthermore, it is difficult to simulate these extreme precipitation rates whether using global or regional climate models. However, the representation of the linkages between atmospheric processes and extreme precipitation in the Midwest United States by regional climate models is superior to that of analysis used to drive them (Anderson et al. 2003), and provides the possibility of focusing attribution studies on the processes that lead to extreme precipitation rather than extreme precipitation itself.

The attribution problem is one in which a one-way downscaling technique is appropriate for the following two reasons. First, the convective processes and feedback into the large-scale circulation is believed to be largely constrained to the region of heavy rainfall and regions nearby. Second, the convective processes require the ability to simulate correctly the coupling of mesoscale circulations.

The attribution approach begins with downscaling two global climate model simulations of the 20th century: one with increasing greenhouse gas concentrations and one with constant pre-industrial values. What is important to analyze is the components of the water vapor flux convergence, which is comprised of the product of water vapor and velocity convergence added to the advection of water vapor. Because the atmospheric processes have a larger scale and slower time evolution than storms that produce precipitation >4”, it is less likely to be subject to the same signal-to-noise ratio problem. Furthermore, the components of the moisture flux convergence may be related to different expected responses to climate change. In particular, the velocity convergence will be related to the position of the storm track and its volatility; whereas, the water vapor advection will be related to the moisture content of the air due to evaporation from the Gulf of Mexico sea surface and evapotranspiration in nearby land regions. Thus, the interpretation of how climate change affects conditions conducive to >4” precipitation may be much cleaner than the interpretation for >4” precipitation itself.

3. Attribution of a climate extreme

One-way downscaling with regional climate models may also be used for attribution of an individual extreme event. In this case, the forcing mechanisms of interest evolve on a seasonal or sub-seasonal scale rather than over multiple decades. Attribution of the 2008 Midwest flood is one example.

The attribution methodology first seeks to determine whether the precipitation that led to the 2008 Midwest flood is consistent with the precipitation that is expected given the slowly-varying global sea surface temperatures or some particular pattern within the global sea surface temperatures. The main tool used in this analysis would be a global climate model with specified sea surface temperature as a lower boundary condition (an external forcing mechanism).

Another slowly varying factor to consider is the surface wetness. The feedback of soil moisture into precipitation is a process that is much easier to isolate than heavy precipitation rates themselves. In this attribution problem, an estimate of the soil moisture is provided as a boundary condition and atmospheric analyses rather than global climate model simulations are used as lateral boundary conditions to a regional model. Thus, there are two external forcing mechanisms: the large-scale circulation and the soil moisture pattern. An ensemble is used to assess the precipitation variability and is generated by initializing on different dates but retaining the estimated soil moisture pattern as a boundary condition. It is necessary to define an alternative pattern to examine whether other soil moisture patterns produce a similar response. Candidates for alternative patterns might include a soil moisture anomaly of opposite phase or a climatological soil moisture pattern.

4. Summary

The role of regional climate models in attribution studies is likely to expand as interest shifts to examination of regional climate change. A different perspective on attribution is described here. Rather than averaging fields to reduce variability, it is proposed that regional attribution studies focus on coherent regional mechanisms that are better simulated in regional models than global models.
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1. Introduction
Waves have now been used in the projections of the climate. The model SWAN running with winds from the Rossby Regional Climate Atmospheric model, (RCA). The first results of this were presented at the International Symposium US/EU-Baltic 2008 in Tallinn.

2. Future Wave Climate
Hind casts of waves were made with winds from RCA. When the results were compared to measurements they were to low. The reason is that the winds in RCA are too week due to among other thing averaging over the grid cell. In order to get better results a method were used to “correct” the winds by using both winds and gusts. This was a great improvement but more work is needed. In maps and graphs the comparisons will be given. Below in figure 1 you see an example of the climate effect on winds after taking the difference between a reference period and a future projection.

Figure 1. example of results with the SWAN model (significant wave heights): differences in percentiles between control period and future projection

3. Future plans
The plan is to use results from a coming coupled run between RCA, the atmospheric model and RCO the oceanographic model. These will give both winds and ice which is needed in order to make estimation of eventually changing wave climate in the Baltic

References
Grabemann I. and Weisse R. 2007 Climate changes Impact on Extreme Wave conditions in the North Sea: An Ensemble Study. Ocean Dynamics, Submitted
Mesan, an operational mesocale analysis system. Tellus,52 A,2-20
Development of a Regional Arctic Climate System Model (RACM)

John J. Cassano, Wieslaw Maslowski, William Gutowski and Dennis Lettenmaier

John J. Cassano, University of Colorado, Cooperative Institute for Research in Environmental Sciences, Boulder, Co. USA. john.cassano@colorado.edu

1. Introduction

Observations and global climate system model projections indicate significant changes in the state of the Arctic climate (IPCC, 2007). These changes are impacting many aspects of the climate system (atmosphere, ocean, sea ice, land) and changes in one component of the climate system are intimately linked to changes in other components of the climate system. In order to understand the forcing for observed change in the Arctic and to increase confidence in future projections of Arctic climate change it is necessary to consider coupled changes in the Arctic climate system.

Global climate system models include many, but not all, components of the Arctic climate system, yet errors remain in their simulation of the current and past state of the Arctic. These errors arise from many sources including errors propagating into the Arctic from lower latitudes, inadequate representation of polar climate processes, and coarse model resolution. One way to address these shortcomings is through the use of an Arctic regional climate system model. An Arctic regional climate system model allows increased horizontal and vertical resolution and improved model physics that are optimized for polar regions, as well as the use of “perfect” lateral boundary conditions for retrospective simulations.

This extend abstract, and associated presentation at the 2nd Lund Regional-Scale Climate Modeling workshop, discusses plans for and the status of a collaborative project to develop a state-of-the-art Regional Arctic Climate system Model (RACM) including high-resolution atmosphere, land, ocean, sea ice and land hydrology components. The ultimate goal of this project is to perform multi-decadal numerical experiments with RACM using high performance computers to minimize uncertainties and fundamentally improve current predictions of climate change in the northern polar regions.

The project involves PIs from four institutions: Naval Postgraduate School (lead institution, PD/PI - Wieslaw Maslowski), University of Colorado in Boulder (co-PI - John J. Cassano), Iowa State University (co-PI - William J. Gutowski) and the University of Washington (co-PI - Dennis P. Lettenmaier) funded by the United States Department of Energy. In addition, collaborators from the University of Alaska – Fairbanks Arctic Regions Supercomputing Center and International Arctic Research Center (Andrew Roberts, Jianxiong He, and Greg Newby) are actively involved in this effort, while several other international experts in Arctic climate modeling are contributing to this project.

2. Regional Arctic Climate System Model

The regional Arctic climate system model (RACM) that is currently under development couples atmosphere, ocean, sea ice, and land component models. The atmospheric model used in RACM is a version of the National Center for Atmospheric Research (NCAR) Weather Research and Forecasting (WRF) model that has been optimized for the polar regions. The ocean and sea ice models are basically the same as those used in the NCAR Community Climate System Model (CCSM3), although used on a regional domain: the Los Alamos National Laboratory POP ocean model and CICE sea ice model. Land surface processes and hydrology will be represented by the Variable Infiltration Capacity (VIC) model. These four climate system component models are being coupled using the NCAR CCSM coupler CPL7.

The simulation domain of RACM covers the entire pan-Arctic region and includes all sea ice covered regions in the Northern Hemisphere as well as all terrestrial drainage basins that drain to the Arctic Ocean. The simulation domain is shown in Figure 1, with the red line indicating the extent of the atmosphere and land model domains and the blue line indicating the extent of the ocean and sea ice model domains. The ocean and sea ice model will use a horizontal grid spacing of less than 10 km, while the atmosphere and land component models will use a horizontal grid spacing of 50 km or less.

3. Benefits and Outcomes

A major product of this effort, and a principal community benefit, will be the development of a high-resolution pan-Arctic climate system model that combines all major climate elements in an internally consistent framework for focused studies. The coupling framework will allow straightforward implementation of additional climate-system components, thereby extending its capacity to cover a range of natural and human impacts.

A primary focus of the project is to improve our understanding of processes leading to reductions in Arctic sea ice cover. One outcome from this effort will be improved prediction of ice-free Arctic Ocean for use in policy planning.

This project will facilitate synthesis and integration of historical and new observations with model results. It will involve undergraduate, graduate, and postdoctoral students, who will receive practical training in coupled climate system modeling and/or analysis of model output.
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Figure 1. Model domain for the regional Arctic climate system model. The extent of the atmosphere and land model domains is shown by the red line and the extent of the ocean and sea ice model domains is shown by the solid blue line. Land topography and ocean bathymetry are given by color shading.
Regional climate simulation with mosaic GCMs

Michel Déqué
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1. Introduction
The next IPCC exercise will include contributions of regional models on areas of the globe that have not been covered in the past by international multimodel projects like NARCCAP or ENSEMBLES. The target resolution will be 50 km. Ideally, the best exercise would be to run a global model at 50 km resolution driven by sea surface temperatures (SST) from lower resolution coupled model. If local biases in SST are too detrimental to some regional climates, they can be corrected. But such an exercise is unaffordable for many modelling groups, and very heavy (e.g. ARPEGE model needs one year with a full 8-processor node on a NEC-SX8 computer) for other groups. A more flexible approach is proposed here.

2. Scope of the study
The ARPEGE model has the capability of variable resolution with maximum resolution around a pole of interest. If the whole globe is considered, then several poles must be used, and then several versions of the model must be run. Given well known geometrical properties of the sphere, a good number of poles is 20, because the icosahedron (20 vertices) is the largest possible regular polyhedron (see Figure 1).

Two AMIP 10-year experiments are used for the analysis. They use each version of ARPEGE at different poles. The spectral truncation is TL179 and the stretching factor is two. If we build a composite grid with the maximum resolution everywhere, the mean resolution is 57 km with a maximum of 54 km and a minimum of 65 km. If we consider an individual model, the minimum resolution (at the antipodes) is 200 km. In the first experiment, the models are run independently. It is possible to build composites of climate parameters like seasonal mean or standard deviation. But it is not possible to reconstruct daily fields, because each run has its own history, and using the same SST is not enough to constrain the atmosphere daily fields. Thus a second experiment is proposed. A preliminary AMIP simulation has been run by the same model with homogeneous TL159 120 km horizontal resolution. This is the “pacemaker” simulation. Then the variable resolution models are run with driving conditions from this run. For each model, the relaxation coefficient is zero where the resolution is the maximum of the 20 grids, and maximum (6-hour e-folding time) where the resolution is less than that of the driving model (i.e. 120 km).

3. Content of the presentation
In the presentation, we will use eight such GCMs surrounding Europe and Africa. The reference is a 10-year run with a version of ARPEGE at homogeneous TL319 60 km resolution (perfect model exercise). We will analyze the effects of the “seams” in the composite fields and examine whether imposing a relaxation is detrimental to or improving the simulation in the area of high resolution.

Figure 1: The 20 equal-area on which a stretched GCM may focus.
A coupled regional climate model as a tool for understanding and improving feedback processes in Arctic climate simulations

Wolfgang Dorn, Klaus Dethloff and Annette Rinke
Alfred Wegener Institute for Polar and Marine Research, Telegrafenberg A43, 14473 Potsdam, Germany; Wolfgang.Dorn@awi.de

1. Motivation
A realistic representation of sea ice in coupled climate models is an essential precondition for reliable simulations of the Arctic climate. Intercomparison studies of coupled models have shown that there are still large deviations in the simulation of Arctic sea ice among the models (e.g., Holland and Bitz, 2003). The representation of the processes at the interface between atmosphere and sea ice is often oversimplified due to poor knowledge of the underlying physics of feedback processes between the climate subsystems. While such feedbacks are completely absent in stand-alone models for the subsystems, their accurate simulation plays a key role in the performance of coupled regional and global models.

2. The coupled regional climate model HIRHAM-NAOSIM
The coupled model is a composite of the regional atmospheric climate model HIRHAM (Christensen et al., 1996; Dethloff et al., 1996) and the high-resolution version of the North Atlantic/Arctic Ocean sea-ice model NAOSIM (Karcher et al., 2003; Kauker et al., 2003). Both model components were well adapted for Arctic climate simulations and successfully applied for a wide range of Arctic climate studies.

Figure 1. Geographical locations of the coupled model's atmosphere domain (HIRHAM) and its ocean-ice domain (NAOSIM). The domain of coupling is given by the overlap area and covers the whole Arctic Ocean, including all marginal seas, the Nordic Seas, and parts of the northern North Atlantic.

The coupled model system, first introduced by Rinke et al. (2003), was described in detail by Dorn et al. (2007). The integration domains of the two model components are shown in Figure 1. The horizontal resolutions currently used in the coupled model system are 0.5° (~50 km) in HIRHAM and 0.25° (~25 km) in NAOSIM. In the vertical, the atmosphere is subdivided into 19 unevenly spaced levels in hybrid sigma-pressure coordinates and the ocean into 30 unevenly spaced z-coordinate levels. In the near future, a sophisticated land surface model (LSM) with 6 soil layers will be incorporated into the coupled model system too.

3. Improvement in the model representation of feedback processes
Feedback processes, in which sea ice is involved, like the ice-albedo feedback, play an important role in the Arctic climate system and may be regarded as crucial factors in the polar amplification of climate change. In order to improve the simulation of the ice-albedo feedback, more sophisticated schemes for the ice growth/melting, the snow and ice albedo as well as the snow cover fraction on ice have been implemented into HIRHAM-NAOSIM and tested in a series of sensitivity experiments (see Dorn et al., 2008b).

It is found that the simulation of Arctic summer sea ice responds very sensitively to the parameterization of the snow and ice albedo but also to a sub-grid-scale separation of the heat fluxes within the ice growth scheme. The parameterization of the snow cover fraction on ice plays an important role in the onset of summertime ice melt. This has crucial impact on summer ice decay when more sophisticated schemes for ice growth and ice albedo are used. It is shown that in case of using a harmonized combination of more sophisticated parameterizations the simulation of the summer minimum in ice extent can be considerably improved due to a better timing of the snow and ice ablating periods.

4. Linkage between atmospheric and sea-ice variability
The patterns of maximum amplitude of interannual variability of the Arctic summer sea-ice cover have been analyzed in HIRHAM-NAOSIM simulations for the 1980s and 1990s and compared with SSM/I satellite-derived sea-ice concentrations. It is found that natural variability of the summer sea-ice cover is almost exclusively restricted to its peripheral zone. Furthermore, summers with low sea-ice extent are associated with anomalously high atmospheric pressure over the western Arctic Ocean. The presence of a high pressure area over the Arctic Ocean is usually related to lower cloud cover and more anticyclonic and divergent ice motion accompanied by a more pronounced transpolar drift and stronger sea-ice export through the Fram Strait (see Figure 2). These conditions represent favorable factors for low sea-ice extent at the end of the summer. Dorn et al. (2008a) noted that large-scale variations in the atmospheric circulation are likely to represent the main driver for sea-ice variability, also with respect to the strong decline of the Arctic summer sea-ice cover in recent years.
In order to achieve a realistic regional distribution of sea-ice in late summer, it requires that the coupled model reproduces the observed atmospheric circulation during the preceding summer months. Unrealistic sea-ice cover, in turn, may favor model deviations in the atmospheric circulation, but these deviations can clearly differ in their strength, probably in consequence of regional feedback processes. It is a future task to identify the key regions in the Arctic where a more realistic simulation of such feedback processes is important.
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Arctic regional coupled downscaling of recent and possible future climates
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1. A regional coupled ocean-sea ice-atmosphere model of the Arctic

SMHI/Rossby Centre has developed a regional coupled ocean-sea ice-atmosphere model of the Arctic (The Rossby Centre Atmosphere Ocean model RCAO). After validation of recent climate representation, first regional climate scenario experiments have been carried out based on two global scenario simulations (ECHAM5/MPI-OM and BCM) and the emission scenario A1B.

The RCAO Arctic model domain for the ocean (RCO, blue) and the atmosphere (RCA, red), together with the ocean topography.

2. Validation and Predictability

Within the EU-DAMOCLES project, validation of recent climate has been carried out under the conditions of the ECMWF reanalysis (ERA-40) and control periods of the global scenario simulations. Central validation parameters are the Arctic sea ice parameters and its relation with large scale atmospheric circulation. Significant correlations between the winter North Atlantic Oscillation index and the summer Arctic sea ice thickness and summer sea ice extent are found in agreement with observations. The ice thickness trend is found to be related to large scale atmospheric forcing. In an ensemble experiment, Arctic predictability has been assessed in order to quantify uncertainty due to non-linear interannual variability generated internally within the Arctic coupled system. Results indicate that the variability generated by the external forcing is more important in most regions than the internally generated variability. However, both are in the same order of magnitude. Local areas such as the Northern Greenland coast together with Fram Straits and parts of the Greenland Sea show a strong importance of internally generated variability, which is associated with wind direction variability due to interaction with atmospheric dynamics on the Greenland ice sheet. High predictability of sea ice extent is supported by north-easterly winds from the Arctic ocean to Scandinavia.

3. Regional Arctic scenario downscaling

The regional scenario downscaling exercise has been set up as a set of scenario experiments covering the role of different processes and forcing on possible future climates. Initially, the regional scenarios have been run under different treatments of sea surface salinity and lateral boundary conditions. First results indicate that occurrence of rapid change events in the Arctic are very much dependent on the hemisphere-scale atmospheric circulation. The local response in the regional scenarios tends to be stronger than in the global scenarios.
A regionally coupled atmosphere-ocean and sea ice model of the Arctic

Ksenia Glushak, Dmitry Sein and Uwe Mikolajewicz
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1. Introduction
To correctly understand the latest changes with decline Arctic sea ice, as well as the changes on decadal and interannual scale, it is necessary to consider the dynamics of atmosphere, ocean and sea ice. The atmosphere, as well as the ocean shows significant decadal and interannual changes in this remote region. Unfortunately, global coupled climate models do not have sufficient resolution to represent key processes in this area. A regional climate model in this case may show a better result, due to increased horizontal resolution and the more flexible model setup.

2. Model description
To simulate the climate of the last decades the regional atmospheric model REMO coupled to the global ocean model MPIOM was used. REMO was used in different versions. It has 27 vertical levels and horizontal resolutions of 1° or 0.5°. The ocean model was configured in such a way that one pole of the bipolar grid was located over western Canada and the over one over southern Russia. This setup results in horizontal resolution of 10 to 15 km over the Arctic basin (see e.g. Fig. 1). The individual models were coupled using the Oasis coupler.

Beside the difference in the horizontal resolutions, different forcing was used to drive the REMO model. NCEP-NCAR and ERA40 re-analysis covered almost the same time slices, except that NCEP-NCAR is started ten years early than ERA40 in 1948, and continue after August 2002. Our knowledge about the climate of the Arctic region suffers from lack of the observations within the central Arctic basin, especially before the “satellite era”, which started in 1979. The difference between the two reanalysis is bigger in this time period, and it is important to drive the model with both reanalysis to understand how sensitive the model to the choice of the driving forcing.

To validate the model different reanalysis were used as well as observations data. Unfortunately, back in time over the central basin the observation data had a big gaps, and some of the fields like total cloud cover are very hard to evaluate on the decadal scale.

Currently we are testing the model in the coarser resolution version. Preliminary results indicate a good reproduction of the observed climatology (see e.g. Fig. 2). After availability of the new next generation super computer HLRE II at DKRZ (Deutsches Klimarechenzentrum), which is scheduled for the next weeks, we will perform a set of simulations with different model setups. The results will be presented on the poster.

As next step we will couple the land hydrology. The set up of the atmospheric model has been chosen to include the catchment of all rivers ending in the Arctic Ocean. With this model we will study the water cycle of the Arctic, and its variations.

Figure 1. Grid setup. Red border is the REMO area.

Figure 2. Sea ice concentration from the model simulations (top) and from satellite data (NSIDC, bottom). Mean February (left) and July (right) values calculated over 1980-1990.
Convection-resolving regional climate modeling and extreme event statistics for recent and future summer climate
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1. Introduction

Global and regional climate models are currently employed on horizontal resolutions up to 5 km. State-of-the-art numerical weather prediction (NWP) models though have arrived at the kilometer-scale. At this resolution explicit calculation of convection becomes feasible and effects of small-scale topographic features (e.g. valleys) can be accounted for. It is assumed that consequently extremes like wind gusts, thunderstorms or heavy rain will be modelled more realistic.

Extreme events exert the most imminent effect on people’s lives, which reasons a detailed treatment of possible changes within future climate scenarios. Changes in extreme events do not necessarily originate in changes of the mean. An increase in variability is another possible source of change, as has recently been shown for the summer heat wave over Europe in 2003 by Schär et al. (2004). Extreme value development is therefore not equivalent to mean development and requires special analysis.

The combination of convection resolving regional climate simulations with a state-of-the-art extreme value analysis is believed to result in more accurate and more detailed information about the changes in extremes in a future climate.

2. Modeling

The COSMO-CLM version 4.2 has been employed in simulations at 1.3 km resolution over the region of Rhineland-Palatine in Germany. The simulations are nested in simulations at 5 km which are based on the COSMO-CLM consortial runs as reported in Hollweg et al. (2008). Two time slices of 10 years (1960-69 and 2015-24) show changes in extremes for the IPCC A1B scenario. Due to computational demand only the summer months June, July and August of each year have been modelled.

3. Extreme value analysis

A "peaks over threshold" (POT) extreme value analysis gives information about changes in extremes of near-surface wind speed, screen level temperature and precipitation. This method is commonly used for the analysis of extreme values of meteorological data, e.g. in Brabson and Palutikof (2000). The modelled extreme values are fitted to a GPD function to achieve comparable return value statistics for the selected variables. Return values are widely used in urban planning, disaster management and insurance. This methodology is applied to regional means as well as to single grid points to derive information about mean changes as well as the regional differences.

4. Accuracy assessment

To assess the accuracy of the statistical procedure a non-parametric method called “moving-block bootstrapping” after Wilks (1997) is used. Therein the simulation data itself forms the basis of a synthetic sample from which statistical error properties of the POT procedure can be inferred, without an a priori assumption about its distribution.

5. Results

It can be shown that the simulations result in added variability when compared to simulations on a coarser grid. Comparison of the two time slices results in positive changes of daily extremes of temperature variables, including an increasing variability between daily minima, mean and maxima values. Wind speed and gust extremes show no significant changes. These results are in accordance with findings in the PRUDENCE project (Kjellström et al. (2007), Beniston et al. (2007)). Bootstrapping shows that the extreme value analysis itself is stable.
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Numerical modeling of trace species cycles in regional climate model systems
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1. Introduction
In recent years, numerous atmospheric regional and global climate models have been extended by modules for transport and transformation of trace species (Zhang, 2008) to improve the numerical simulation of atmospheric trace species cycles, their impact on climate and vice versa. This is an important step from the chemical and climate point of view, as the on-line methodology offers several advantages compared to the off-line methodology, where chemical and meteorological processes are determined in separate models. Examples for such regional scale models are GATOR-GCMM (Jacobson, 2001), REMOTE (Langmann, 2000) and WRF (Grell et al., 2005).

A further extension towards regional Earth system models is to couple ocean and atmosphere biogeochemical models on the regional scale, with the potential to offer new insights into exchange processes of climate relevant trace species between the ocean and the atmosphere. Aerosols in the marine atmosphere influence solar irradiation over the world’s ocean directly by backscattering incoming solar radiation and indirectly, by forming cloud condensation nuclei thereby affecting the cloud albedo. In recent years, the role of natural organic aerosol (OC) in the marine environment has received increasing attention. Measurements indicate that the increase of the marine biological activity is accompanied by a considerable increase of the contribution of OC to the submicron marine aerosol (e.g. O'Dowd et al., 2004) exceeding the mass fraction of nss sulfate by a factor of more than two. Here the recent developments of and future plans with the regional scale climate-chemistry/aerosol model REMOTE are presented together with selected applications.

2. Model description
The regional scale three-dimensional on-line atmosphere-chemistry/aerosol model REMOTE (Regional Model with Tracer Extension, www.mpimet.mpg.de/en/wissenschaft/modelle/remote.html) (Langmann, 2000; Langmann et al., 2008) is one of the few regional climate models that determines the physical, photochemical and aerosol state of the atmosphere at every time step thus offering the possibility to consider trace species effects on climate as well (e.g. Langmann, 2007). The dynamical part of the model is based on the former regional weather forecast system of the German Weather Service (Majewski, 1991) which is using a hydrostatic assumption for the vertical pressure gradient. In addition to the German Weather Service physical parameterisations, those of the global climate model ECHAM-4 (Roeckner et al., 1996) have been implemented in REMOTE and are used for most applications since 2000.

There are different trace species modules available: a photochemical module, stable water isotopes have been studied (e.g. Sturm et al., 2005), carbon dioxide (e.g. Karstens et al., 2006) and recently an aerosol microphysical module has been implemented in addition to the photochemical one (Langmann et al., 2008). A study on the second indirect aerosol effect is described in Langmann (2007). The model is flexible to be applied all over the world: many applications focus on Europe, some studies on Indonesia, South America, Nicaragua and India. Meanwhile the model is applied in Indonesia, China, Germany, UK and Ireland, where it is further developed to study a variety of scientific questions.

3. Selected applications
Recently, O'Dowd et al. (2008) published a novel approach to develop a combined organic-inorganic sub-micron sea-spray source function for inclusion in large-scale models. It requires wind speed and surface ocean chlorophyll-a concentration as input parameters. The combined organic-inorganic source function was implemented in REMOTE and sea-spray fields are predicted with particular focus on the North East Atlantic. The model predictions for primary organic carbon (POC) using the new source functions (Fig. 1, 2) compare well with observations of total sea-spray mass and organic carbon fraction in sea-spray aerosol.

Figure 1. REMOTE model results for marine POC [ug/m³] in surface air during January (left figure) and June 2003 (right figure).

Figure 2. REMOTE model results for the fraction of marine POC in accumulation mode sea-spray [%] in surface air during January (left figure) and June 2003 (right figure).
4. Outlook
Currently a coupled ocean-atmosphere biogeochemical model system is set-up with REMOTE as atmospheric component. REMOTE will provide information about the input of nutrients into the ocean in addition to the usually transferred information of heat fluxes and precipitation. Experiences to couple REMOTE with ocean models are available (e.g. Aldrian, 2003). The ocean model will provide sea surface temperature, chlorophyll-a content and maybe whitecap coverage for the determination of ocean-atmosphere trace species fluxes. In a first step it is planned to apply the coupled ocean-atmosphere model system over the NE Pacific ocean to study phytoplankton growth due to volcanic ash nutrients and its impact on climate via modifications of atmospheric CO$_2$ and marine cloud formation.
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The impact of atmospheric thermodynamics on local climate change predictability: A plea for very high resolution climate modeling
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1. Introduction
It is well accepted that regional/local climate change is less predictable than the global mean climate. This is largely based on the concept that uncertainty “propagates” from the global scale to the continental scale, to the regional and eventually to the local scale, in each step broadening the distribution of possible outcomes. This often leads to the conclusion that the future local climate is highly uncertain or even unpredictable. In two examples we show that, while the notion of propagation of uncertainty may have a general value, thermodynamic processes acting on a local scale may cause a higher level of predictability than expected.

2. Extreme precipitation
Global mean precipitation amounts are generally predicted to increase by 1-3 % per degree global warming (Held and Soden, 2006). On a regional level, however, uncertainties increase, mainly due to uncertainty in the atmospheric circulation response. For example, for the Netherlands it is uncertain whether mean precipitation will increase or decrease in summer (Van Ulden and Van Oldenborgh 2006). However, it is more certain how precipitation extremes will evolve, and increases in summertime daily extremes are consistently obtained in regional climate simulations (Lenderink et al. 2007). The result that increases in extremes are more predictable than the changes in the means may appear contra intuitive. However, there is a simple and robust thermo-dynamic explanation: the fact that the maximum precipitable water in the atmosphere increases with temperature at a rate predicted by the Clausius-Clapeyron relation (7 % per degree) and, roughly speaking, that this higher water holding capacity causes higher extremes when essentially all available water is raining out.

Figure 1. Scaling relation of hourly precipitation as a function of daily mean temperature derived from observations in De Bilt (The Netherlands). The black (red) stippled lines denote increases of 7 (14) % per degree. Shown are extreme precipitation intensities (70 to 99.99th percentiles) of wet hours only.

Increases in daily precipitation extremes with temperature can also be found in station observations, for example for De Bilt (The Netherlands). By binning the daily precipitation sum on the daily mean temperature, we obtained an increase in the extremes with temperature. However, the scaling behavior of precipitation extremes on temperature is not very well defined: for lower temperature it is roughly 7 % per degree, whereas for higher temperatures the temperature dependency is generally lower (Lenderink and Van Meijgaard 2008). For shorter time scales a stronger and better defined relation between temperature and precipitation extremes is found. For days with mean temperatures above 10 °C, the observed hourly intensities of De Bilt show an exponential increase of 14 % per degree temperature rise for the extreme events (Figure 1) (Lenderink and Van Meijgaard 2008). Results of stations in Belgium and Switzerland show very similar dependencies.

Model results at 25 km resolution (present state of the art in regional climate modeling) only partly reproduce these dependencies. This could be due to model errors related to convection, but the results suggest that the scale difference between station scale of the observations and grid box averages of the model play an important role as well.

3. Coastal precipitation
The precipitation distribution within the Netherlands is strongly influenced by the temperature of the North Sea. In spring, the coastal area (< 30 km from the coastline) is relatively dry compared to the inland area due to low temperatures of the North Sea which lead to a suppression of shower activity. In autumn the situation is reversed and showers arise and strengthen above the warm water (Figure 2).

Figure 2. Precipitation difference between the coastal zone and the inland zone as a function of month. Shown is the climatology over the period 1951-2006 (dashed line) and the trend over this period (change in mm month⁻¹ per 55 year) (thick solid line, with the grey band indicating the 10-90% uncertainty range).

Since the North Sea is a shallow coastal sea, temperatures are expected to respond relatively fast to climate changes, and this could potentially change the precipitation
distribution within the Netherlands. Indeed, over the last 55 years already a trend in the difference between the coastal zone and inland area is observed. The coastal area has become wetter compared to the inland area (Figure 2). Also, the period with the largest difference between coastal zone and inland area has shifted from the autumn season to late summer.

From daily observations the dependency of precipitation intensity on the sea surface temperature can be derived (Lenderink et al. 2009). Also high resolution model simulations can be used to derive these dependencies on a case basis. Both show that under specific circulation conditions (mostly cold cyclonic conditions) the dependency can be large. In the coastal area up to 10-15 % more precipitation could fall per degree temperature rise of the North Sea.

4. Relation to Clausius-Clapeyron
Increases of precipitation with temperature are generally found to be equal or lower than the Clausius-Clapeyron relation. However, we show that for the shorter time scales (hourly) and the local scale (coastal zone, station) dependencies can be much larger. These stronger dependencies are likely due to positive feedbacks in the intensity of updrafts in the convective clouds (Lenderink and Van Meijgaard, 2008) and locally strong dependencies of sea surface evaporation on temperature (Lenderink et al. 2009).

5. A plea for high resolution modeling
The resolution in present-day state of the art regional climate simulations is order 25 km (ENSEMBLES, Hewitt and Griggs 2004). In addition, regional modeling systems do not generally contain an ocean component, but obtain sea surface temperatures from global model simulation directly. In particular, for coastal seas temperature responses to changing atmospheric conditions could therefore be strongly underestimated. Thus, our present models only partly resolve the processes that may lead to strong extremes on the local (here and now) level. Considering the societal relevance of these extremes we therefore make a strong plea for high resolution (< 10 km resolution) coupled regional modeling systems.
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Chances of the global-regional two-way nesting approach
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1. Introduction
Large scale atmospheric processes influence smaller ones, which in turn affect the evolution of the regional climate: this paradigms is the basis for one-way nested simulations with regional climate models (RCMs) driven by data from general circulation models (GCMs).

However, small scale processes are at least influencing large scale processes too and could have in key regions significant impacts on the evolution of the general circulation: this paradigm was the main motivation for the development of a two-way nested GCM-RCM climate model system, in which feedback from the RCM to the GCM takes place in a selected region (see figure 1). This feedback is accounting for processes which are not resolved by the relative coarse resolution of the GCM, but which are resolved by the finer resolution of the RCM.

Figure 1. Illustration of one-way nesting versus two-way nesting.

Another motivation for performing two-way in contrast to one-way nested RCM simulations is a higher compatibility between the RCM's internal dynamics and the lateral boundary conditions. The GCM adapts to the large scale state of the RCM by the two-way nesting technique feedback, and is providing therefore more consistent boundary data.

For investigating the former mentioned questions, a two-way nested global – regional climate model system has been developed and applied in several simulations. A description of the model system and introductions to different analysis will be given within the following sections.

2. The two-way nested model system
The developed two-way nested model system consists of Max Planck Institute (MPI-M) climate models, the GCM ECHAM4 and the RCM REMO. Both the spectral GCM ECHAM4 and the grid-point RCM REMO use the same set of physical parameterisations. The feedback from the RCM to the GCM on all prognostic variables takes place at every time of the GCM (24 min. in T42 resolution). More details about the two-way nested model system are given in Lorenz and Jacob (2005).

10-year integrations using observed sea surface temperature data (AMIP; 1980-1989) have been carried out with the two-way nested model system for different two-way nested regions. In all simulations the GCM was applied in a spectral T42 horizontal resolution (~250 km in grid-point space), and the RCM in a 0.5° (~55 km) horizontal resolution.

3. Influence on the general circulation
For the analysis of the effects of the two-way nesting approach on the general circulation, a stand-alone ECHAM4 run has been performed and compared against two-way nested GCM-RCM runs. At least for the two-way nested region covering the tropical Maritime Continent a positive influence on the general circulation was analyzed and published in Lorenz and Jacob (2005).

4. One-way versus two-way nested RCM simulations
Additional one-way nested RCM simulations have been carried out for some of the domains used for the two-way nested GCM-RCM simulations. The comparison of one-way versus two-way RCM results reveal a significant reduction of typical RCM boundary artefacts (like unrealistic precipitation close to the lateral boundaries) in the two-way nested simulations, and furthermore an influence on the interior of the regional model domains.

5. Influence of the lateral boundary data update frequency in one-way nested simulations
Most state of the art RCM’s use 6-hourly output from GCMs or (re-)analysis as lateral boundary data. Within the framework of the two-way nested model system it is possible to perform one-way nested RCM simulations using GCM output down to a time interval of 24 minutes, which is the internal time step of ECHAM4 in T42 resolution. For the domain covering the Maritime Continent only very small differences were found between RCM runs with the usual 6 hourly update frequency and runs with an increased update frequency of 24 minutes.

6. Conclusions
An overview of the major results of the investigations within the two-way nested model system framework will be presented; and prospects and limits of the two-way nesting approach will be discussed.
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1. Introduction
Recent progress in available computer power allows regional climate models to run at an increasingly higher horizontal resolution, down to the order of a few kilometers. At this resolution, climate simulations over Greenland become more realistic, in part due to the enhanced description of the rugged topography of the ice cap that affects the atmospheric circulation. Climate simulations at such resolution are very interesting for permafrost models, which require detail values of temperature and precipitation on the margin of the Greenland glacier. Moreover, the description of climate variable at high resolution is also very useful for glacier model to compute the surface mass balance of the glacier. Thus, a RCM simulation at 5 km resolution is presented. At the same time, it is also interesting to assess the added value of high-resolution simulations over Greenland, by comparing regional climate simulations with different resolutions.

2. Methodology
Three regional climate model simulations are performed with the HIRHAM model using three different resolutions (5, 25 and 75 km) for a similar domain covering the entire Greenland. The simulations cover the period 1989-2005 with 31 vertical levels and use the ERA-Interim as lateral boundary conditions. The analysis focuses on the validation of these simulations by using observation records from ground stations and on the emerging climate details that accompany increasing resolution.

3. Preliminary results
This work is in progress. When writing the abstract, the simulations are ongoing in the supercomputer. A preliminary simulation was executed to get a first idea of the performance of the HIRHAM model at 5 km resolution. The simulation covers the same period (1989-2005) and resolution (5 km) with 19 levels for a domain covering south of Greenland. The domain contains 386 x 386 grid cells. At first sight, the simulation makes sense when comparing with observation data as CRU (not shown). However, a deeper analysis with observation records from ground stations is required to validate the simulation because spatial observation database is only available at coarse resolution and is produced from ground stations, which are sparsely distributed over Greenland. Figure 1 shows a zoom of the topography and of the 1989-2005 precipitation climatology in summer (June-July-August) in mm/day.

Figure 1. Zoom of the south of the domain for a) the topography in meters and for b) the 1989-2005 precipitation climatology in summer (June-July-August) in mm/day.

4. Coming next…
A deeper validation of the simulations will be done using available observation records from ground stations. We will particularly pay attention to the quality of the precipitation, which is one of the controlling fields for a good simulation of the surface mass balance of the glacier and permafrost conditions surrounding the ice sheet.
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1. Introduction
Topography, soil characteristics, land use and land cover as well as associated vegetation parameters are key information in Soil-vegetation-Atmosphere-Transfer (SVAT) schemes widely applied in atmospheric models in parameterization of surface exchange processes. With exception of seasonal changes in the leaf area index (LAI), vegetation fraction or roughness length, the geodata input is usually kept constant in a simulation and can therefore be considered as a time-invariant parameter.

2. Data Processing
The quality of the data input can have a significant influence on the simulation results. Block (2007) has shown changes of annual mean values in the order of 0.25 K for the 2m-temperature related to the source of the leaf area index data, vegetation cover, soil data, and derived parameters. Box and Rinke (2003) identified systematic model biases of GTOPO30 elevation data set over Greenland. In 50 km grid cells employed by the HIRHAM regional climate model the errors ranged up to –840 meters.

Errors result not only from the quality of the globally available data sets on topography, soil characteristics and land use but also from how these data are processed. Investigations with various compilers and compiler options revealed differences up to 20 meters in the average elevation in some model grid cells covering complex terrain. Slightly reduced precision in the domain coordinates might yield even higher differences (see Figure 1).

The paper presents in broad term the time invariant data preprocessor PEP (Smiatek et. al., 2008) used in the COSMO-CLM (COnsortium for Small-scale MOdelling in CLimate Mode). The preprocessor is used to transform various global geospatial data into geometrical resolution and into rotated coordinates system specified by the model user. Especially newly available data, such as the Harmonized World Soil Database at 30 arc-second resolution, or Global Database of Land Surface Parameters (ECOCLIMAP) (Masson et al., 2003) will be presented.

Furthermore, issues resulting from the data processing and data aggregation and interpolation into the rotated coordinates system will be discussed.

In the third part the paper concentrates upon the question how the errors resulting from the time invariant data preprocessing propagate in a long term COSMO-CLM simulation driven with ECHAM 5 boundary forcings.

Figure 1 Differences in elevation in meters in a COSMO-CLM domain resulting from reduced precision in calculation of the domain coordinates
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1. Introduction

The Indian monsoon rainfall shows significant variability in spatial and temporal scale. The temporal variability causes intraseasonal, interannual and multi-decadal scale oscillations and spatial variability causes the heterogeneous precipitation distribution from north to south and east to west. These variabilities are caused by two types of forcing namely slowly varying large scale surface boundary conditions e.g. sea surface temperature (SST), snow cover etc. and the regional forcing from topography e.g. Himalayas and Western Ghats etc. Thus resolving the regional heterogeneity is one of the key to improve the precipitation distribution over the region (Giorgi and Mearns 1991). It is also reported that higher resolution AGCM helps in improving the monsoon simulation, however very high resolution AGCM requires large computational resources. Thus the computationally less expensive strategy of running regional models embedded in AGCM gain popularity in simulating regional climate at higher resolution since mid 90s.

To evaluate the sensitivity of convective parameterization schemes on monsoon simulation, several attempts were made. Ratnam and Kumar (2005) simulated two contrasting years of monsoon 1987 and 1988 by a mesoscale model (MM5) at 45 km resolution with variety of cumulus parameterization schemes. They found Betts-Miller-Janic (BMJ) and Kain-Fritsch (KF) has certain merits compared to Grell. At this resolution, large scale monsoonal features can be captured but to resolve the physiographical heterogeneity due to topography, ocean etc. of the region, higher resolution regional climate models (RCM) are required (Im et al. 2006). Thus, it remains to be seen whether the mean monsoon rainfall bias improves with a high resolution (Less than 20 km) mesoscale model. Therefore, the first objective of the present paper is to produce robust daily monsoon climatology over Indian region at high resolution by various cumulus parameterization schemes and its validation with available observed rainfall data. Along with this attempt will also be made to identify the models ability to correctly capture the underlying spatio-temporal variability of precipitation. The detail investigation of this kind only can help to decipher the weakness in the formulation of moist convection which can be improved further. To gain sufficient insight for further development that would reduce the uncertainties in the simulations, the third goal of the paper is to investigate and identify the possible sources of deviations in simulation arising from different convective closures.

2. Model, data used and experimental design

The non-hydrostatic, fully compressible with a terrain following sigma mass co-ordinate mesoscale model WRF-ARW version 2.2 developed by National Center for Atmospheric Research (NCAR) has been used for the present study. The model is used with two nested domains with horizontal resolutions of 45 and 15 km and 31 sigma levels with model top at 10 hPa. The model mother domain covers the large scale Indian monsoon region where the nested domain focuses mainly on the Indian land masses.

The physical parameterizations schemes used in the model is with Lin microphysics, Monin-Obukhov similarity scheme for surface layer, Yonsei university scheme for PBL, RRTM scheme for long wave and Dudhia scheme for short wave in all the numerical experiments. The experiments are differing only by three convective parameterization schemes namely KF (Kain and Fritsch 1993), BMJ (Betts-Miller (1986); Janjic 1994) and Grell-Devenyi (GD; Grell and Devenyi 2002). In this study, the mother domain simulations are driven by the National Center for Environmental Prediction (NCEP)/NCAR reanalysis data at a resolution of 2.5°. The 6-hourly SST was obtained by linearly interpolating the daily SSTs of RTG and used as the slowly varying lower boundary condition for the model. The model simulation spans from 1 May to 31 October for the year 2001 to 2007. The daily precipitation simulated by the model is compared with the daily gridded rainfall data of India Meteorological Department (IMD) at 1°x1° resolutions for the land areas and for the land-ocean area the GPCP and TRMM rainfall are used.

3. Results and Discussion

a. The monsoon circulation pattern

It is important to examine whether the driving field in the mother domain are adequate for the nested domain particularly in connection with synoptic scale climatic features of Indian summer monsoon. So the JJAS mean wind (2001-2007) at 850 hPa for each of the three schemes and from NCEP/NCAR (NNRP) reanalysis are showed in Fig. 1. The large scale southwesterly flow over Arabian Sea and Bay of Bengal (BOB) and a cyclonic vorticity in the north of BOB are reasonably captured by all the three cumulus schemes (Figs. 1b-d) as compared to the NNRP (Fig. 1a).

Figure 1. JJAS averaged mean 850 hPa wind (m s⁻¹) from (a) NNRP, (b) BMJ, (c) KF and (d) GD for the year 2001-2007.

However the wind field by KF (Fig. 1c) over the Arabian Sea and BOB appears to be stronger than the observation (Fig. 1a). The BMJ is found to have (Fig. 1b) simulated the most realistic wind field in both the oceanic basin where as the GD (Fig. 1d) has produced a weaker wind field over BOB although the Arabian Sea branch is reasonably reproduced. The upper air (200 hPa) easterly and the Tibetan anticyclone are captured by all the three experiments with BMJ, KF and GD (Figures not shown) but with varied intensity. The center of the anticyclone is...
found to be shifted eastwards in all the three experiments as compared to the NNRP. In general it can be said that compared to KF and GD, BMJ is in good agreement with the observation in both the level.

b. Distribution of mean monsoonal precipitation and underlying variability

In comparing three convective parameterization schemes from IMD, KF is found to have high moist bias over central Indian region along with the west coast (Fig. 2b) in the seasonal mean. GD (Fig. 2c) on the other hand shows the opposite, where as BMJ (Fig. 2a) is found to produce most reasonable seasonal distribution of rainfall out of the three convective schemes.

![Figure 2. Spatial distribution of model simulated JJAS averaged precipitation difference of (a) BMJ, (b) KF, and (c) GD from IMD observation.](image)

To investigate the spatio-temporal variability of precipitation superimposed in the seasonal mean, daily mean rainfall PDFs are computed for different range of rain-rates. The PDF plot indicates that BMJ and KF underestimates the observation for lighter rain-rates (<10 mm/day) and overestimates for rain-rate categories more than 10 mm/day. GD on the other hand shows a mixed distribution with initially the PDF being higher than observation for lighter rain-rate and lower in the moderate (between 10-40 mm/day) category followed by an overestimation in the heavy (> 40 mm/day) category. The time evolutions of PDF for the above three rain rate categories are computed. In the lighter category GD shows a systematic overestimation throughout the season whereas BMJ and KF have problem (overestimation) during the first 30 days of integrations. In the moderate rain-rate category GD has systematically underestimated the observed PDF throughout the season. BMJ and KF have underestimated the observed PDF for the first 30 days and are in good agreement in the rest of the season for the same category. In the heavy category KF has significantly overestimated the observed PDF throughout the season. Further by analyzing the percentage contributions of each rain-rate to the total seasonal rain for each of the three schemes, it is found that GD has substantially large contribution to the total rain by the light rain-rate bins and significantly lesser contribution from moderate rain-rates. BMJ appears to produce the closest possible contribution amongst the three for all the rain-rate categories. The higher percentage contribution by KF from the rain-rate bins of 25 mm/day or more along with significant overestimation of observed PDF in the high rain-rate category can be attributed to the positive biases in season mean precipitation by KF. To gain further insight about the role of each scheme in adding dry or moist bias in the evolution of seasonal rain and its spatial patterns, the time evolution and also the spatial pattern of percentage of rainy grid cells are computed. This brings out that the underestimation of precipitation in GD mainly came from the moderate rain-rate and overestimation of KF is because of heavy rain-rate. After identifying details of biases for each convection schemes arising from different rain-rate category and its manifestation on spatio-temporal variability of precipitation, a critical evolution of apparent heat source (Q1) and moisture sink (Q2) is carried out over mother domain to determine the physical reason behind the deficiency in reproducing seasonal mean precipitation. The seasonal evolution of Q1 and Q2 clearly tells about the competition between the evaporation and condensation throughout the season. It is found that KF could not reproduce the domination of evaporation over condensation at the time of withdrawal which means KF continues to produce rain even at the end of the season. Whereas GD shows a very weak seasonal cycle with the natural cycle of evaporation and condensation is totally missing. On the other hand BMJ could realistically depict the domination of evaporation compared to condensation till the mid June prominently. The enhancement of condensation over evaporation after the monsoon onset and followed by a maxima in the July-August and reduction of condensation at the time of withdrawal is only reasonably captured by BMJ.

4. Conclusion

The erroneous spatio-temporal evolution of apparent heat source and moisture sink is the main reason behind the seasonal bias of precipitation by different convective closures. KF appears to produce stronger instability and intense updraft and end up with a large moist bias. GD on the other hand produces weaker instability and weaker updraft to produce relatively dry bias. BMJ is found to be better than KF and GD but it also shows certain biases compared to observation. The improvement in formulation that can give a more accurate profile of Q1 and Q2 and remove the deficiency of producing the right PDF at correct proportion could result in the improvement of the precipitation bias significantly in weather and climate mode of application of regional model.
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1. Abstract
A regional ocean-atmosphere coupled model is developed with the aim to improve Asian monsoon simulations. It consists of the Regional Climate model (CREM) developed at the State Key Laboratory of Numerical Modeling for Atmospheres Sciences and Geophysical Fluid Dynamics / Institute of Atmospheric Physics (LASG/IAP) and the revised Princeton Ocean Model (POM2000) developed by Princeton University. The exchanges of coupling fields, including sea surface temperature (SST), heat flux and wind stress, are synchronized by Ocean Atmosphere Sea Ice Soil 3.0 (OASIS3.0) coupler developed at CERFACS (Toulouse, France).

The performance of the coupled model in simulating the Western North Pacific Summer Monsoon (WNPSM) during the warm season (May-August) in 1998 is compared with a stand-alone CREM simulation. The results show that the rainfall and heat fluxes, especially the latent flux over Western North Pacific (WNP), are significantly improved in the coupled model. The coupled simulation improves the spatial pattern of the rainfall and increases the intensity of the rainfall over the WNP. Furthermore, the intra-seasonal oscillation is better reproduced in coupled simulation. However, the model overestimates the rainfall over the western northern flank of the western Pacific subtropical high and SST over the whole domain.

2. Model configuration and experiment design
The configuration of the coupled model is illustrated in Fig.1. The atmospheric component of the coupled model is CREM which is developed at LASG/IAP based on a numerical forecast model. The CREM is a hydro-static, primitive-equation, grid point model and has uneven 32 vertical levels in an eta (η) coordinate, with the model top at 10 hPa. The Arakawa E-grid is employed in CREM and the spatial resolution is 37 km in current version. The Biosphere-Atmosphere Transfer Scheme version 1e (BATS1e) is used to compute the exchanges between the land and atmosphere, and the modified Betts-Miller cumulus parameterization scheme is applied to calculate the convective rainfall (Shi et al., 2009).

The ocean component is the Princeton Ocean Model 2000 (POM2000). It is a three-dimensional, primitive equation model using a sigma vertical coordinate and a free ocean surface with embedded turbulence. The version used in this study was improved by Qian (2000). The model employs a horizontal resolution of 0.5°×0.5°, and there are 16 levels in the vertical direction. A simple radiation method is adopted as the open boundary condition.

The OASIS3.0 coupler is used to bridge the atmospheric model (CREM) and ocean model (POM2000). The heat flux and wind stress which are necessary to drive POM2000 are derived from CREM, while the SST provided by POM2000 is used as the lower boundary of CREM.

The model domain covers the region of -5°S-40°N, 100°E-160°E. The coupled model is integrated from May 1 to Aug 31 in 1998 (Coupled Run). In order to facilitate comparison, a stand-alone CREM simulation (Control Run) forced by weekly OISST is also performed in the same period. The daily GPCP rainfall data (resolution: 1°×1°) are used as observational evidence for model assessment.

3. Some results

Figure 1. Schematic description of the coupled model; initial condition and lateral boundary condition of the CREM are obtained from NCEP RA2. A simple radiation method is adopted to deal with the open boundary problem of the regional ocean model (POM2000). The CREM and POM2000 are coupled sequentially with an interval of 3hr.

Figure 2. The spatial distribution of the rainfall (units: mm/day) over WNP area averaged during the simulation period from (a) GPCP (b) Coupled Run (c) Control Run.
The averaged rainfall for the whole simulated period from GPCP, Coupled Run and Control Run are compared in Fig.2. The major rain band is located over the equatorial region and the western north flank of the subtropical high in the GPCP data. The coupled run well simulates these typical characteristics. The spatial correlation coefficient between the coupled run and GPCP is 0.59(0.31) over ocean (land), while that of the control run is 0.41(0.17). These indicate that the coupled run improves the simulation of the spatial pattern of rainfall over both land and ocean. However, both the control run and coupled run produce a narrow rain belt near the south boundary of the model. In addition, the coupled run overestimates the rainfall over the western northern flank of the western Pacific subtropical high.

The evolution of rainfall averaged over the central area of WNP (10°N-25°N, 130°E-150°E) is shown in Fig.3. The control run underestimates the intensity of rainfall, while the coupled run significantly increases the intensity. The correlation coefficient between the GPCP and control run (coupled run) is 0.43(0.61), both are statistically significant at the 5% level.

Figure 3. The evolution of rainfall averaged within (10°N-25°N, 130°E-150°E). Black line: GPCP; Red line: Control Run; Blue line: Coupled Run. The tick mark of the abscissa denotes days from May 1 to August 31 in 1998. The unit of the ordinate is mm/day.

Figure 4 shows the time-longitude cross section of the rainfall averaged between 5°N-25°N. An intra-seasonal oscillation is evident in the GPCP data. This feature is reasonably reproduced in the coupled run, but poorly in the uncoupled control run, suggesting the importance of air-sea coupling.

Figure 4. The time-longitude cross section of the rainfall averaged between 5°N-25°N. The tick mark of the ordinate denotes the day. The rainfall intensity larger than 6mm/day are shaded.

The mean latent heat flux, sensible heat flux, shortwave radiation and longwave radiation averaged within 10°N-25°N, 130°E-150°E are given in Table 1. The latent heat, sensible heat and longwave radiation are increased evidently in the coupled run, especially for the latent heat which is significantly underestimated in control run. The improvement of the simulation of the surface heat fluxes in the coupled run reveals the crucial role of the air-sea coupling over this region.

<table>
<thead>
<tr>
<th></th>
<th>Latent heat</th>
<th>Sensible heat</th>
<th>Shortwave radiation</th>
<th>Longwave radiation</th>
</tr>
</thead>
<tbody>
<tr>
<td>OAFX</td>
<td>112.12</td>
<td>5.77</td>
<td>260.84</td>
<td>43.98</td>
</tr>
<tr>
<td>Coupled</td>
<td>123.80</td>
<td>2.79</td>
<td>249.82</td>
<td>32.26</td>
</tr>
<tr>
<td>CTRL</td>
<td>56.17</td>
<td>-1.13</td>
<td>266.47</td>
<td>29.13</td>
</tr>
</tbody>
</table>

Table 1. The mean latent heat, sensible heat, shortwave radiation and longwave radiation (units: W/m²) averaged within 10°N-25°N, 130°E-150°E.

4. Concluding remarks
A regional ocean-atmosphere coupled model is developed. Case studies of the WNPSM in 1998 indicate the improvement of coupled model due to the inclusion of air-sea coupling. The mechanisms behind this improvement deserve further study. Future works will also examine more cases with the model.
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1. Introduction
This contribution focuses on regional impact studies based on climate change projections from the regional climate model CLM (the climate version of the COSMO-model, see www.clim-community.eu) in two alpine regions. To this end, CLM simulations have been carried out in two domains, one containing the upper Danube river basin (UDRB, see Fig. 1) in the European Alps, the other containing the upper Brahmaputra river basin (UBRB, see Fig. 2) in the Himalayas. The model configurations are detailed in Dobler and Ahrens (2008). Inside the two major river basins (RBs), five sub-basins of interest are considered: Lech RB, Salzach RB, Assam, Lhasa RB, and Wang-Chu RB.

2. Methods
Coarse-scale projections from the ECHAM5/MPI-OM AR4 projections (Roeckner et al. 2003) have been dynamically downscaled from about 2° grid resolution to 0.44° for the years 1960-2100 using the CLM. The simulations cover the four SRES scenarios A1B, A2, B1, and the commitment scenario. Besides annual and seasonal temperature and precipitation amounts, daily precipitation indices are calculated for four seasons on a yearly basis. For the European regions the four seasons used are: spring (MAM), summer (JJA), autumn (SON) and winter (DJF). For the South Asian regions these are: summer (MAM), monsoon (JJAS), post-monsoon (ON) and winter (DJF).

An overview on the applied precipitation indices is provided in Table 1. The linear trends of these indices are tested for significance at 5% significance level using the Mann-Kendall trend test.

To remove constant model biases, a normalization via division by the mean value of the reference period 1971-2000 has been carried out. This bias has to be corrected for application of the downscaled projections in impact research. This assumes that the bias is constant – an assumption that is debated.

3. Results and conclusions
An overview on the projected precipitation statistics for the A1B scenario and the years 1960-2080 is given in Ahrens and Dobler (2008). While the focus therein is on one single scenario, we here present the results from all four scenario runs. With this we are able to examine the impact uncertainties coming from the different scenarios.
and to find possible connections between future emissions and trends in the indices.

Consider for example the statistics “longest period of consecutive dry days”, PCDD, as an indicator for possible trends in dry spells. Table 2 shows the different projected changes from the four scenario runs in the UDRB, the UBRB and their sub-areas for the 3rd season (summer in Europe and monsoonal in South-Asia) of the years 1960 to 2080.

The table shows that the two scenarios with the highest emissions (A1B and A2) show a larger positive trend in consecutive dry days. Note that in these two scenarios the emission up to the year 2070 is higher in A1B than in A2. The B1 and commitment scenario (with emissions fixed at the year 2000 level) trends are smaller and in most river basins not significant. This indicates a direct connection between future emissions and trends in summer dry spells. Besides these trends only the positive PCDD trend in winter for the Brahmaputra river basins are significant. It is interesting to note that the PCDD trends are quite consistent in the projections by ECHAM5 and by CLM.

The other indicators show a more heterogeneous picture. For example, precipitation intensities increase in spring and autumn in the European basin, but in the monsoon season in the South Asian basin. A positive trend in maximum precipitation in five days, PX5D, is significant only in spring in Europe. These trends are also less consistent between the ECHAM5 and the CLM projections. The similarities and differences in ECHAM5 and CLM trends have to be carefully investigated to understand and assess the potential added value of downscaling for the presented indicators.
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<table>
<thead>
<tr>
<th>Season</th>
<th>Scenario</th>
<th>UDRB</th>
<th>UBRB</th>
<th>Lech RB</th>
<th>Salzach RB</th>
<th>Assam</th>
<th>Wang-Chu RB</th>
<th>Lhasa RB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Summer (JJA)</td>
<td>A2</td>
<td>26</td>
<td>31</td>
<td>08</td>
<td>18</td>
<td>12</td>
<td>12</td>
<td>23</td>
</tr>
<tr>
<td></td>
<td>A1B</td>
<td>29</td>
<td>30</td>
<td>08</td>
<td>18</td>
<td>12</td>
<td>12</td>
<td>23</td>
</tr>
<tr>
<td></td>
<td>B1</td>
<td>22</td>
<td>29</td>
<td>08</td>
<td>18</td>
<td>12</td>
<td>12</td>
<td>23</td>
</tr>
<tr>
<td></td>
<td>COM</td>
<td>21</td>
<td>30</td>
<td>08</td>
<td>18</td>
<td>12</td>
<td>12</td>
<td>23</td>
</tr>
</tbody>
</table>

Table 2: Seasonal changes of PCDD (% / 100 years) in different areas during the time period 1960-2080. For normalization, the yearly values have been divided by the mean of the reference period 1971-2000. Bold values are statistically significant (at the 0.05 level).
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1. Introduction

Traditionally, climate change studies include identification of natural climate variability, attempt to detect a climate signals in historical data and elaboration of possible scenarios for the future (Hisdal et al., 2006). Therefore, different projects and national programs are developed in many countries. In 2006, the Research Program Climate change impact on water environment in Latvia (2006-2009) was started (http://kalme.daba.lv). Generic goal of the Programme is to assess short-, medium-, and long-term impact of climate change on the environment and ecosystems of the inner waters of Latvia and the Baltic Sea, and to create a scientific basis for adaptation of environmental and sectoral policies of Latvia to climate change. This study is a part of the mentioned programme aimed to carry out a simulation of hydrological processes in different river basins and to forecast climate change impact on runoff and nutrient loading in the future.

In Latvia, during the last twenty years, several versions of mathematical models of hydrological processes have been developed: METUL (Krams and Ziverts, 1993), METQ96 (Ziverts and Jauja, 1996), METQ98 (Ziverts and Jauja, 1999), METQ2005 and METQ2006, and the latest version of the METQ2007BDOPT with semi-automatic calibration performance (Apsite et al., 2008). The model is successfully applied to small and relatively large catchments, the brook Vienziemīte (A=5.92 km²) and the River Daugava (A=81,000 km² at the Plavīgas HPP) respectively. Furthermore, the METQ model has been used for different hydrological tasks, e.g. to evaluate the model performance before and after drainage construction and to estimate the eventual maximum flood (Ziverts and Jauja, 1999), to study eutrophication and hydrotechnical problems of lakes, including climate change effects (Bilaletdin et al., 2004; Ziverts and Apsite, 2005).

This paper addresses: (1) the results of the METQ model, the latest version of the METQ2007BDOPT, calibration and validation for five different river basins in Latvia, and (2) the analysis of meteorological and hydrological data series in projection of future climate, based on a control period (1961-1990) and scenarios (2071-2100).

2. Data and methods

The hydrological model METQ, applied for each of the five river basins with a daily time step in this study, is used to simulate hydrological behaviour of the river runoff particularly for past and future changed climate conditions. The METQ is conceptual rainfall-runoff model of catchment’s hydrology, originally developed using Latvian catchments. The latest version of the METQ2007BDOPT has 23 parameters and most of them can be kept constant for different river catchments. The model consists of different routines, including the runoff and hydraulic (if there is a lake in the river basin which considerably influences the hydrological regime of the river). The total runoff consists of three runoff components: Q₁ - surface runoff, Q₂ - subsurface runoff (runoff from the groundwater upper zone) and Q₃ - base flow (runoff from the groundwater lower zone). For more detailed description of this model find Ziverts and Jauja, 1999; Apsite et al., 2008. In general, the structure and simulation of hydrological processes by the METQ model are similar to the HBV (Bergström, 1976; Bergström, 1992) model developed in Sweden.

In this study, the conceptual METQ2007BDOPT model was calibrated and validated for the following differently sized river basins at the gauging stations: the Salaca (A=3220 km²), the Bērze (A=904 km²), the Iecava (A=566 km²), the Imula (A=232 km²) and the Vienziemīte (A=5.92 km²). The calibration period was selected from 1961 to 1990 (30-years as the control climate) with an aim to simulate the scenario climate from 2071 to 2100 in the future, and validation period – next ten years from 1991 to 2000.

In the terms of data, the study was based on meteorological and hydrological observed data series from the Latvian Environment, Geology and Meteorology Agency and SIA Meliorproekts national data bases. As input data for the METQ2007BDOPT model calibration and validation, daily measurements of air temperature (°C), precipitation (mm) and vapour pressure deficit (hPa) at eleven meteorological stations and daily river discharge (m³ s⁻¹) and water level (m) of the lake and water reservoir of five hydrological gauging stations, were applied. A statistical criterion R² (Nash and Sutcliffe, 1970), a correlation coefficient r, mean values and graphical representation were used in the analysis of the model calibration results.

Meteorological data series (daily air temperature, precipitation and vapour pressure deficit) provided by the National Research Program Climate change impact on water environment in Latvia were used for the simulation and the study of the river runoff under changed climate conditions. These data series were developed by the Faculty of Physics and Mathematics (FPM) of University of Latvia. FPM analyzed 21 regional climate models (RCM) from the EU project PRUDENCE and selected HCCTL model from SMHI (driving from GCM HadAM3H) as the best applicable for Latvian conditions. Description of the used methodology can be found in Bathers et al. (2008). Therefore, in this study the calculated data series of HCCTL present the control period from 1961 to 1990, and HCA2 and HCB2 scenarios from 2071 to 2100.

3. Results and discussions

In this study, the conceptual METQ2007BDOPT model was calibrated and validated to five different size river basins in Latvia. The results of the model calibration for these river basins showed a good coincidence between the observed and simulated daily discharges from 1961 to 1990: the Nash-Sutcliffe efficiency R² varies from 0.86 to 0.50 and correlation coefficient r from 0.91 to 0.71. The best coincidence was obtained for the brook Vienziemīte R² = 0.86 and r = 0.91. On one hand, it could be explained by the fact that catchment area is small (only 5.92 km²) and used meteorological data fit very well to this drainage area, to describe the simulation of hydrological processes. On other hand, we obtained rather good calibration results also for a large river basin such as the River Salaca at Lagaste: R² = 0.80 and r = 0.88. The lowest statistical
criterions were found for the rivers Imula and Iecava. The validation of model was done for the next 10-years period - from 1991 to 2000, except for the river gauging stations Imula-Pilskalni and Iecava-Dupši which was closed in 1995. We obtained lower statistical criterions comparing with calibration period for studied gauging stations in this study: the statistical efficiency $R^2$ varies from 0.77 to 0.44 and correlation coefficient $r$ – from 0.87 to 0.70. One of the main reasons of difference between the simulated and observed runoff values is the quality of precipitation and vapour pressure deficit input data, and location of the available meteorological stations characterising the spatial and temporal distribution of precipitation in the studied drainage area. Another explanation of the above mentioned calibration differences could be a broad palufied flood plain, a high percentage of wetlands in the sub-basins of the river Salaca and a lack of the channel measurements at the outlet of the lake Burtnieks. These reasons determine a specific hydrological regime and additional riverbed measurements for the better simulation of the hydrological processes within the studied catchments.

After learning the results of many researches in Europe and the Baltic region (Hisdal et al. 2006; Danker et al. 2007; Bolle et al, 2008; etc.), we can conclude that in this study we have identified similar tendencies of meteorological and hydrological trends in projections of future climate changes. Analysis of the climate change conditions metrological data in the studied river basins show an average increase in the annual atmospheric temperature by 3.8-4.1 °C for the HCA2 scenario and by 2.5-2.7 for the HCB2 scenario in the period 2071 to 2100 comparing to the control period of 1961-1990. The most considerable temperature increase is forecasted for the winter and autumn seasons: 4.1-4.9 °C for the HCA2 and 3.0 °C HCB2 respectively. Atmospheric precipitation, at the same time, will increase by 11-12% according to the HCA2 scenario and by 8-9% according to the HCB2 scenario. The highest atmospheric precipitation increase is registered in winter, but the major decrease – in the summer and autumn seasons. Climate scenario data, particularly the HCA2 scenario, allows forecasting the eventual decrease of total annual river runoff by 15-20% in the future. The highest increase in the river runoff is registered in winter due to the increase of the mean atmospheric temperature and precipitation, while the decreased river runoff is forecasted for the second half of the year, particularly in autumn. The mentioned changes in the river runoff regimes can be explained by the higher atmospheric temperatures and particularly increased total evaporation as well as decreased amount of precipitation.
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Application of regional-scale climate modelling to account for climate change in hydrological design for dam safety in Sweden
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1. Background
Accounting for the impact of climate change on dam safety is not a trivial task in the Nordic climate where, a mix of snowmelt and extreme rainfall determines the most extreme hydrological conditions. Nevertheless, this is required in the new edition of the Swedish guidelines for the determination of design floods for dams (Svenska Kraftnät, Svensk energi and SveMin, 2007). Therefore a study has been initiated to assess the impact of climate change on the national guidelines for design floods. The basic question is how to best use regional-scale climate scenarios to account for climate change in hydrological design studies.

2. Methods
The work relies on climate scenarios from the Rossby Centre and the European Ensembles project, the HBV hydrological model and the simulation scheme for design of dams as prescribed in the Swedish guidelines for dam design. Development of the interface between the climate model output and the hydrological simulations is a major effort. It is treated by two methods, delta change, where the climate change signal is superimposed upon an observed climate record, and scaling where the output from the climate models is used directly after bias-correction (Yang et al., 2008).

A number of drainage basins and dams relevant to the power industry have been selected for the studies of dams according to Design Flood Category I (Fig. 1). This category represents dams with the greatest consequences in case of a failure.

![Figure 1. Basins where climate impact studies for dams according to Design Flood Category I of the Swedish guidelines are carried out.](image)

For dams where the consequences in case of failure are less serious, Design Flood Category II, the 100 year flood is prescribed as criteria for design. The development of 100-year floods in a changing climate is therefore studied in a larger sample of 65 basins in Sweden. The location of these basins is shown in Fig. 2.

Design floods are calculated both according to present day climate conditions and with available climate scenarios. Focus for the design studies in a changing climate is on the first half of the century, but simulations will also be made up to the year 2100.

![Figure 2. Location of the 65 test basins used for analysis of the development of the 100-year flood in a climate change perspective.](image)

3. Preliminary results.
A lot of effort has been spent on the scaling interface. It is a complex process to go from a climate model to an offline hydrological simulation without loosing statistical information. At present the regional climate scenarios from the Ensembles project are being processed and analysed as they appear. Fig. 3 shows an example of the development of 100-year floods according to a number of climate scenarios for River Byskeälven in northern Sweden. It is based on a running frequency analysis with a window width of 30 years.
Figure 3. Example of the development of 100-year floods according to a number of climate scenarios for River Byskeälven in northern Sweden. The scale is percent change in relation to the reference period 1961-1990.

4. Future work
Design floods will be carried out for the whole Ensembles-matrix of climate scenarios and all the selected test basins during 2009. The work is carefully monitored by a special committee with representatives from the dam safety authority, the power industry, the mining industry and SMHI. The task of this committee is to recommend how climate change shall be accounted for in future design studies. This will have strong impact on future design of dams but also on the physical planning along the shorelines in Sweden, as the same flood criteria are used for flood risk mapping.

In parallel the results will be discussed with colleagues from Norway, Finland, Iceland, Latvia and Lithuania within the Climate and Energy Systems project.
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Local air mass dependence of extreme temperature minima in the Gstettneralm Sinkhole with regard to global climate change
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1. Introduction
The 150-m-deep Gstettneralm sinkhole (1270 m asl) in the eastern Austrian Alps is known for having recorded the lowest temperatures in Central Europe (-52.6°C in February 1932). In 14 consecutive winters between 1928 and 1942, the nocturnal temperature minima dropped at least eight times below -50°C. This historic data set is completed by measurements that were collected in the course of a large field experiment taking place in 2001/02 and by automatic temperature registrations that have been carried out on a more limited scale over the last eight years (Fig. 1).

2. Evaluation of correlations
Both historic and current nocturnal temperature minima in the sinkhole have been related to the respective prevailing air mass properties in terms of equivalent potential temperature $\theta_e$, which can easily be determined from Sonnblick observations. Correlation coefficients up to 0.9 between these two locations prove that there is a significant interrelation between Sonnblick air mass energy content and Gstettneralm temperature minima (Fig. 2).

3. Problem
Between 2001 and today, nocturnal temperature minima have never dropped below -50°C although the ambient conditions in the sinkhole, which is located in a very remote area, should not have changed as compared to former times. Direct anthropogenic influence can be completely excluded at this place. Moreover, it was found that even under the same air mass properties in terms of $\theta_e$, today’s minima appear to be higher as compared to the 1930s.

This raises the question if the observed reduction in the amount of nocturnal cooling might be due to other reasons such as changes in the radiation budget of the sinkhole.

4. Conclusions
It is well known that the amount of radiative nocturnal cooling in a sinkhole strongly depends on the amount of atmospheric back radiation: increased back radiation is a distinct reason for an increased level of nocturnal temperature minima in a sinkhole. On the other hand, the interrelation of increased atmospheric greenhouse gas concentration and changed radiative budget is beyond dispute. We hypothesize that evaluation of historic and current data from the Gstettneralm sinkhole help to quantify the anthropogenic influence on climate change in an innovative way.
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Impact of vegetation on the simulation of seasonal monsoon rainfall over the Indian region using a regional model
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1. Introduction: Different vegetation types with varied spatial coverage have a marked influence on precipitation patterns, whose effects have also been observed on the forecast models; Kar (1990). Change in the type of vegetation fraction can induce major changes in the local effects such as local evaporation, surface radiation, etc. that in turn induces changes in the model simulated outputs. Present study deals with the effects of vegetation in climate modeling over Indian region using mesoscale model MM5. An attempt has been made to examine the influence of vegetation on the Indian Monsoon Rainfall as simulated by the model. Main objective of the study is to compare the model performance based on ISRO (Indian Space Research Organization) generated vegetation data (derived from SPOT satellite) with that of USGS (United States Geological Survey) data. Consequently, identify the superior quality vegetation data over the Indian region for use in forecast models.

2. Experiment: The present study has been conducted for five monsoon seasons (1998-2002), giving emphasis over the two contrasting southwest monsoon seasons of 1998 (normal) and 2002 (deficient). Non-hydrostatic version of the MM5 modeling system developed at Penn State University/ National Centre for Atmospheric Research (PSU/NCAR) has been used for this study. The model preprocessor was modified to read the NCMRWF’s (National Centre for Medium Range Weather Forecasting) global model T80L18 (Triangular Truncation at wave number 80 with 18 vertical layers) output in order to prepare the initial and boundary conditions for the MM5 model, which are updated every 12 hourly.

MM5 model has been simulated in two nested domains of resolution 90 km. and 30 km., respectively. In the present context, we have discussed the results mainly for the inner domain-2 (30 km. resolution). For detailed rainfall study, seven small regions within the Indian Domain (4.2° N – 38.7° N, 67.0° E – 104.8° E) are considered, which are important for rainfall prediction, and have wide variability of rainfall within it. The model was integrated with the initial conditions at 00GMT of 16th May. Starting from this date the simulation was carried forward for all the four months of Southwest Monsoon Season over the specified region, till 00GMT of 10th October. MM5 simulations for the five years have been made independently, by using USGS (United States Geological Survey) and ISRO (Indian Space Research Organization) generated vegetation data. TRMM (Tropical Rainfall Measuring Mission) data has been used here as a ground truth for the verification of rainfall simulations by the mesoscale model. Daily mean data of NCEP-Reanalysis II has been used here for verification of the wind fields and surface parameters simulated by the model; Kanamitsu, et al. (2002). They serve as the observational component for the validation of model outputs, in particular, the winds and surface parameters.

3. Results and Discussion: Study of MM5 simulations with USGS and ISRO vegetation data show that ISRO vegetation has some positive impact on MM5 simulations. It has performed better over northeastern region and along the western coast. Considering all the five years (1998-2002), performance of MM5-USGS (MM5 simulations using USGS data) has an edge over MM5-ISRO (MM5 simulations using ISRO data) in terms of All India JJAS Rainfall RMSE and Bias. Also, JJAS total rainfall over North India and Deccan Coast is better simulated using the USGS vegetation. But, MM5-USGS has greater tendency of over estimation of rainfall. Higher standard deviation of MM5-USGS shows that it induces a dispersive effect on the rainfall simulation. In all the five years of study, it is seen that July and JJAS RMSE for All India Rainfall is mostly lower for MM5-ISRO. Also, July and JJAS bias for the same is mostly closer to unity for MM5-ISRO.

The wind fields at 850 and 200hPa are also better simulated by MM5 using ISRO vegetation. The synoptic features like Somali Jet and Tibetan anticyclone are simulated closer to the verification analysis by MM5-ISRO.

From this study the obvious impact of vegetation on regional climate simulation is revealed. By changing the type of vegetation fraction used for the regional climate simulation by a meso-scale model, significant change in rainfall and wind field is observed. Surface parameters like temperature at 2 meter above the ground, latent heat flux, sensible heat flux and relative humidity at 2 meter above the ground are the most important parameters that are intimately linked with the type of vegetation cover. However, the results do not show much change in the parameters in the simulations based on USGS and ISRO generated vegetation (Das, et al., 2007). 2m-air temperature is better simulated by MM5-ISRO over the northeastern India, showing greater spatial variability over the region. Over northwest India, MM5-USGS simulated sensible heat flux is closer to the verification analysis.

Through this investigation the impact of ISRO vegetation is clearly visible, but persistence and nature of the impact is yet to be studied in detail. Though mostly USGS vegetation is scoring over ISRO vegetation, but still it is difficult to justify the superior vegetation fraction among the two. The results are not the same always for all the seven demarcated regions within the Indian sub-continent. Individually over the smaller regions USGS does not always score over ISRO. For probing the probable reasons of inconsistency of ISRO vegetation throughout the Indian region, intensive study in detail is
required over the smaller regions separately. The difference in vegetation fraction for different regions among USGS and ISRO along with the variation in the type of vegetation and their respective coverage over month and years has to be studied. Error incorporated in the SPOT satellite data itself may be one of the reasons. Error might also get incorporated during the process of retrieval.
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Climate change impacts on the water quality: A case study of the Rosetta Branch in the Nile Delta, Egypt
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A physico-chemical water quality model has been developed for the Rosetta Branch in the Nile Delta, making use of the MIKE11 river modelling software of DHI Water & Environment (DHI, 2002). The physico-chemical water quality (WQ) module of MIKE11 was linked with a detailed full hydrodynamic (HD) model developed for the same Rosetta Branch, and also implemented in the MIKE11 modelling system. The WQ model aims to describe and predict concentrations of dissolved oxygen (DO), biochemical oxygen demand (BOD) and nitrogen in the form of ammonia (NH$_4$-N) and nitrate (NO$_3$-N), taking into consideration advection, dispersion and the most important biological, chemical and physical processes. All significant pollution sources along the Rosetta Branch were considered.

The objective of this research is to study the effect of the climate change in terms of temperature on the water quality statues in Rosetta branch in the Nile Delta of Egypt. The results of this research indicated that, climate change is likely to increase the stress on rivers already under pressure from salinity, over-allocation and declining water quality. Higher water temperatures and reduced stream flows will tend to adversely affect water quality - water temperature, oxygenation, nutrient and pollution loads, salinity and other water chemistry - affecting habitat values for aquatic and riparian species and affecting human uses.

Changes in water quality could have implications for all types of uses. For example, higher temperatures and changes in water supply and quality could affect recreational use of rivers or productivity of freshwater fisheries. Finally, the research concluded that, with respect to water quality, most climate change impacts can be attributed to changes in either discharge or in water temperature. To a minor degree climate change may also affect the levels of direct atmospheric input of nutrients and other elements to the surface waters. The discharge controls dilution and residence times. When temperature increases, oxygen diffusion to water decreases and biological activity is enhanced. The development of water quality will depend essentially on the future evolution of human activities. The effectiveness of wastewater treatment, agricultural practices, water withdrawals and many other factors will play an important role.
Direct radiative forcing of various aerosol species over East Asia with a coupled Regional Climate/Chemistry model

Zhiwei Han

Key Laboratory of Regional Climate-Environment for East Asia (RCE-TEA), Institute of Atmospheric Physics (IAP), Chinese Academy of Sciences (CAS), Beijing 100029, China. hzw@mail.iap.ac.cn

The Regional Integrated Environmental Model System (RIEMS) was developed at RCE-TEA, IAP/CAS and has been utilized to predict regional climate in East Asia (Fu et al., 2005). RIEMS was further developed recently by incorporating tropospheric chemistry and aerosol processes to explore potential impacts of anthropogenic agents (O₃, aerosols etc) on regional climate over East Asia where intense human activity and continuous economic growth occur. Gas phase chemical mechanism is represented by CB-IV mechanism, ISSOROPIA has been used to calculate physical state and composition of inorganic aerosols. Black carbon, organic carbon (both primary and secondary), soil dust and sea salt aerosols are also included in RIEMS based on previous works on aerosols (Han et al., 2004; Han et al., 2008).

The time period of this study is March, 2006, with the study domain covering most of the East Asia (85-145°E, 15-55°N). The reanalysis data, four times a day with 1°×1° resolution, are derived from National Centers for Environmental Prediction (NCEP) to provide initial and boundary conditions for RIEMS. The Lambert projection was used, with horizontal resolution of 60 km, and 16 levels from the surface to 100 mb. Emission inventories of SO₂, NOₓ, CO, NMVOC, BC and OC are from Streets et al. (2003) and interpolated to RIEMS projection.

Figure 1a-1d shows the model predicted monthly mean surface direct radiative forcing (DRF) by sulfate, BC, OC, soil dust and sea salt aerosols, respectively. Strong cooling by sulfate at the surface (< -10 W m⁻²) occurred over large areas of east China, with a maximum of < -20 W m⁻² around Chongqing city in Sichuan Province. DRF by sulfate at the top of the atmosphere (TOA) is negative (not shown) and almost the same as the DRF at the surface. BC and OC aerosols exert cooling effects at the surface, with maximum values being < -10 W m⁻² and < -2 W m⁻² over the regions similar to that of sulfate. Soil dust aerosol cause negative forcing at the surface, showing cooling effect predicted mainly over the northwestern China and parts of the eastern China, as a result of dust deflation in arid regions and subsequent southeastward transport. The sign of DRF at TOA by soil dust is geographically dependent, either negative or positive. The maximum surface cooling by soil dust can be larger than -10 W m⁻², implying the potentially important climatic impact of Asian soil dust in springtime.

The total surface forcing by all the five aerosols (Figure 1e) predicted with an assumption of external mixture is negative in the study domain, with strong cooling of ~ -30 W m⁻² occurring over the middle reaches of the Yangtze River. Korean peninsula exhibits moderate cooling of ~ -10 W m⁻², and the predicted DRF over Japan is generally in a range of ~ -6 ~ -0 W m⁻².

Figure 1 The predicted monthly mean surface DRF by (a) sulfate, (b) BC, (c) OC, (d) soil dust, (e) sea salt (f) external mixture of the aerosols
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Influence of soil moisture-near surface temperature feedback on present and future climate simulations over the Iberian Peninsula
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1. Introduction

Regional Climate Models are widely extended tools to evaluate the global warming impact at regional scales. Some of these models have a wide spectrum of physical options in order to parametrize the implemented processes, such as land-atmosphere interactions. This work assesses the implications of the election of the land-surface model within a climate version of the MM5 mesoscale model (Grell et al., 1994) in the present and future modeling of the climate of the Iberian Peninsula (IP). Often such interactions are modeled by a simple soil model, 'Simple Five-Layers Soil Model' (Dudhia, 1996), whose main weakness comes conditioned by the fact that the content of soil moisture is prescribed to fixed seasonal values. Previous works (Fernandez et al., 2007) pointed that this leads to an underestimation of summer temperatures, among other limitations. A more complex soil parametrization, 'Noah Land-Surface Model' (Chen et al., 2001), can be coupled to the atmospheric part of MM5. Noah dynamically models the evolution of the soil moisture, allowing the development of some feedback processes between the soil and the atmosphere that otherwise would remain inhibited. Hence, the aim of this work is to characterize the influence of such processes to accurately reproduce the current climatology of the Iberian Peninsula, and the projected warming that can be attributed to them. Other authors have already highlighted about the contribution of land-atmosphere coupling to some climate change phenomena over Europe, such as the occurrence of heat waves (Fischer at al., 2007) and the projected higher temperature temporal variability (Seneviratne et al., 2006). These results also motivate this work.

2. Experiments

The spatial configuration of the domains employed in the simulations consists of two two-way nested domains, arising a resolution of 30 km over the IP. Vertically, 24 sigma levels with the top at 100 mb are considered. The common physics options are: RRTM radiation scheme, Simple Ice for microphysics processes, Grell for cumulus formation and MRF PBL parametrization.

Two sets of simulations have been performed:
- Hindcast simulations: using ERA40 data as initial and boundary conditions to simulate the period 1958-2002. The simulation denoted as HS uses the simple soil model, and the named HN uses Noah.
- Climate change simulations: 1961-1990 and 2070-2099 periods have been simulated using outputs from the ECHO-G global model under SRES A2 scenario for the future period. CS and CN denote the projections performed with the simple soil model and with Noah respectively.

3. Methodology

This work focuses on two aspects of the monthly mean temperature simulation: multiyear mean values (annual cycle) defined as the standar deviation. For the latter summer series (containing May to September months) and winter ones (with November to March months) have been considered separately. During those periods the soil moisture contain in the simple simulations remains constant. To asses the skill of the hindcasts a real data base (referred to as OBS) of monthly mean temperature series from 55 points is used covering the whole IP.

4. Results

4.1. Hindcast simulations

- Mean values:
  The most important weakness of HS is the underestimation of summer months temperature, specially inland and toward the south of the IP, rising values of more than 5 degrees (Fig. 1). With HN, since north-south heterogeneities are better captured and more realistic surface heat fluxes are reproduced, such error is notably reduced (more than 3 degrees in some places, Fig. 2) and the obtained spatial patterns are in better agreement with those observed. In winter months, while HS overestimates the temperature in general, HN underestimates it. But in both cases the error is under 2 degrees and does not present a defined spatial structure.

Figure 1: HS minus OBS in multiyear monthly mean August temperature. Circles represents negative values and diamonds positive.

Figure 2: HN minus HS in multiyear monthly mean August temperature. Interval contour is one degree.
Variability:
Temporal correlation between simulated and instrumental series of anomalies for monthly mean temperature is poorer in summer than in winter, but it is never under 0.8. In this sense, HN is not better than HS. Nevertheless HN reproduces more realistic patterns of summer series variability. This magnitude is systematically underestimated, but with HN it increases 30% with respect to HS in some areas of the eastern IP (Fig. 3). Differences between HS and HN in this variability study are clearly related to the soil moisture evolution simulated by Noah.

4.1. Climate change simulations

Mean values:
Patterns of impact due to the utilization of Noah Land-Surface Model obtained from hindcast experiments are reproduced from climate change simulations, finding an intensification of the impact in the future. Albeit such patterns do not fit with the warming ones, whose spatial structure is the same in both CS and CN, there are significant differences between them in future projections: CN projects a temperature increase for summer months over 7 degrees in northwestern areas, 2 degrees higher than the projected by CS. Furthermore, CN projects a larger increase for the maximum monthly mean temperatures than for the minimum ones, while such aspect is not reproduced in CS.

Variability:
Present impact patterns differ from the obtained with the hindcast simulations. Major signal appears moved towards the north-west in summer, where CN projects an increase of the variability for summer series of about 20% greater than CS.

5. Conclusions

When soil moisture content is dynamically modeled, spatial heterogeneities between areas that do not suffer from hydric stress during summer and the ones subjected to drought periods are better captured. The former are not notably affected by the use of the more complex soil model, neither other seasons.

In HN simulation, superficial sensible heat fluxes dominate in the center and south of the IP during summer, at the expense of the latent ones. Such land-atmosphere positive feedback leads to an increase of the simulated temperatures, and therefore to a better estimation (when comparing to observations).

Besides, experiments confirm that the dynamical modelling of soil moisture is related to the higher variability of the temperature anomalies summer series, a systematically underestimated magnitude. Nevertheless, this higher variability does not entail a better temporal correlation between simulated and instrumental series. Hence, the sense of the evolution of those series should respond to advective causes.

By one hand, these results advice to use realistic soil moisture parametrizations for future climate projections (in fact, the impact patterns due to its dynamic modelling appear intensified in the future). In that case, more intense warming patterns and also a larger signal of variability increase are found, although their spatial structure is the same in both CS and CN experiments. Regarding to the warming patterns of maximum and minimum monthly mean temperatures, CN projects an increasing amplitude (differences between them), which is disguised in CS.

On the other hand, the weak skill of regional models to accurately simulate the precipitation (which is managed by the soil model), together with the shown results, open a new uncertainty source for realistic temperature projections.
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1. Extreme weather events
   Annual mean temperature and precipitation influence the large-scale distribution of terrestrial biomes. Extreme weather events such as drought, flooding, storm and frost events can have large impacts on plant species composition at finer scales through the differential effects on competition among species. Rapid climate change is likely to change both temperature and precipitation regimes in Northern Europe, including the frequency and severity of extreme events (IPCC 2007), and these changes may have direct consequences for competitive relationships in most ecosystems. In Swedish forest ecosystems the positive effects of increased warmth and growing season length have the potential to increase wood production; however adaptation of current forest management regimes is likely to be required to reduce the risk of damage and to preserve biodiversity (SOU 2007).

2. Assessments of biological response
   Biological responses to changes in climate can be explored by developing impact models based on data from experimental studies and monitoring sites. The impact assessments are dependent on the representativity and quality of climate model data. An interpretation of results from impact studies must consider uncertainties associated with climate modeling. Developmental processes related to accumulation of temperature sums, non-linear relationships between ambient temperature and biological response magnitude, as well as responses induced after crossing of sharp temperature thresholds increase the risk for amplification of otherwise modest bias in climate data. The more complex models, the higher the risk for systematic errors caused by carry-over effects.

3. Spruce bark beetle
   Extreme weather events are driving factors in forest disturbance dynamics. Insects and pathogens may utilize trees killed or weakened by disturbances as breeding material, and some herbivorous insect species has the potential to aggravate the damage caused by disturbance. Norway spruce (Picea abies) is one of the dominating tree species in the boreal forest of Northern Europe, and the spruce bark beetle, Ips typographus is one of the most destructive pests of mature Norway spruce. The damaging potential of I. typographus is expected to be affected by climate change as swarming activity and developmental rate is influenced by temperature (Jönsson et al. 2007). Impact modelling indicated that global warming can result in increased frequency and length of late summer swarming events. In south Scandinavia, I. typographus may shift from primarily univoltinism to bivoltinism (Jönsson et al. 2009a). An increased frequency of three generations per year may occur in central Europe (Jönsson et al 2009b).

4. Spring backlashes
   Earlier timing of spring events has been observed in response to the raise in temperature during the last decades¹. An earlier onset of spring phenology have raised concern about an increased risk for frost damage, as this may occur already in the beginning of the year when the seasonal temperature progression is slow and the risk of temperature backlashes with sudden frost episodes is high (Jönsson et al. 2004).

5. Integrated assessments
   Integrated impact assessments, capturing both aspects related to forest growth potential and tree vitality, i.e. risk for damage and susceptibility to pests and pathogens are required. Tree species and provenances, forest management and soil properties (such as nutrient status and water holding capacity) set the stage for how a forest stand will respond to changes in climate. This may include substantial increase in productivity, acute damage triggered by extreme weather such as severe spring frost or drought and opportunistic pests and pathogens attacking trees that are weakened by damage, contributing to decline in tree vitality or even mortality.
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Climate change and air pollution interactions in the Republic of Belarus
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The indexes of air monitoring are used for the quantification of regional impacts of environmental pollution in the context of global climate change. It gives the opportunity to compare past and recent climate variability and change with the impacts of air pollution.

Since 1989 it has been the longest period of temperature rising. The only time, when the average annual temperature was a little lower than normal meaning was in 1996, other years this parameter was much higher. During the warmest years – 1989, 1990, 1999, 2000 – the meaning of temperature added 1.5°C to its normal value.

The period of active temperature rising (at the end of XX century) had no effect on the annual amount and precipitation distribution. The amount of precipitation fall wasn't equal in different observation periods during the year. These features in addition to temperature rising lead to droughty conditions.

Due to air monitoring data this period was notified as the most complicated because of smog processing. This process took place in Belarus in 1992 and 2002 (August and September) and was accompanied with rising of total solid particles’ (TSP) concentrations, concentrations of nitrogen oxide (NOx), carbon oxide (CO) and benzapiren BaP. The influence of smog situation was the greatest on the background territories: concentrations of TSP exceeded WHO standards. At the same time rising of alkalinity precipitation was noticed.
Future challenges for regional coupled climate and environmental modeling in the Baltic Sea Region
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1. Background

Within the recently performed BALTEX Assessment of Climate Change for the Baltic Sea Basin (BACC, www.baltex-research.eu/BACC) it was concluded that “identified trends in temperature and related variables (during the past 100 years) are consistent with regional climate change scenarios prepared with climate models”. Regional climate model (RCM) results suggest that global warming may cause increased water temperatures of the Baltic Sea, reduced sea ice cover, increased winter mean wind speeds causing increased vertical mixing, and increased river runoff causing reduced salinity. The projected hydrographic changes could therefore have significant impacts on the Baltic Sea ecosystem, i.e. its biodiversity, species distributions, growth and reproduction of organisms including zooplankton, benthos and fish. These could include the complete loss of entire species, and major restructuring of the food web and trophic flows. In addition, acidification of the coastal oceans is an emerging and potentially critical threat to Baltic Sea ecosystems. In the last 150 years, fossil fuel burning has caused the pH of the global oceans to fall by 0.1 units, and by the year 2100 oceanic pH is predicted to be ≤ 0.4 units lower than at present. Decadal records of pH in the Baltic Sea and Skagerack show acidification proceeding at rates 2 – 5 times faster than in the open ocean. The effects of these changes and their interaction with other climate variables, in mediating both gradual changes and abrupt shifts in Baltic Sea ecosystems are currently unknown but likely to be considerable.

Thus, it will be a challenge for future research to develop dynamical downscaling methods adding necessary regional details (e.g. more accurate land-sea masks) and providing consistent scenarios with coupled models such that the impact on the Baltic ecosystem could be studied. In this presentation a recently started project will be introduced: ECOSUPPORT (An advanced modelling tool for scenarios of the Baltic Sea Ecosystem to support decision making) is an inter-disciplinary cooperation between 11 partner institutes from 7 Baltic Sea countries. First results will be shown and challenges for regional-scale climate modelling will be discussed in a wider perspective.

2. Methods

Within ECOSUPPORT we will apply a hierarchy of existing state-of-the-art sub-models of the Earth system (Fig. 1). The main emphasis is the coupling of these sub-models and ensemble simulations. This is the key, novel, contribution that ECOSUPPORT will make toward obtaining an integrated predictive understanding of marine ecosystems.

Fig. 1: Model hierarchy in ECOSUPPORT. The schematic is highly simplified neglecting complex interactions (e.g. fish predation pressure on zooplankton, changing society/policy will affect climate and nutrient load scenarios).

Regional climate modeling

For dynamical downscaling a high-resolution coupled atmosphere-ice-ocean-land surface model (the Rossby Centre Atmosphere Ocean model, RCAO) with lateral boundary data from GCMs will be applied to calculate future climate of the Baltic Sea region [1]. The regional scenario simulations will differ depending on the applied GCM at the lateral boundaries and depending on the utilized greenhouse gas and aerosol emission scenario.

To calculate future river flow and riverborne nutrient loadings a new hydrological model developed at SMHI (HYPER, HYdrological Predictions for the Environment) is used. It simulates a range of hydrological variables including phosphorus and nitrogen in soils, rivers and lakes. The model is a further development of the earlier HBV model [2].

The transient changes in atmospheric near-surface concentrations of trace species, that were simulated with an advanced photochemical transport model (MATCH, Multiple-scale Atmospheric Chemistry and Transport modelling system [3,4]), will be analyzed to estimate changing airborne nutrient deposition over the Baltic Sea.

Marine biogeochemical modeling

Three state-of-the-art coupled physical-biogeochemical models will be used to calculate changing concentrations
of nitrate, ammonium, phosphate, diatoms, flagellates, cyanobacteria, zooplankton, detritus, and oxygen: BALTSEM [5,6], ERGOM [7], and RCO-SCObI [8]. The models are structurally different in that ERGOM and RCO-SCObI are 3D circulation models comprising sub-basin scale processes while BALTSEM resolves the Baltic Sea spatially in 13 sub-basins. The biogeochemical sub-models are of similar type but the process descriptions differ. For the case studies in the Gulf of Finland and Vistula Lagoon two regional models forced with lateral boundary data from the basin-wide models are used during selected time slices.

**Food web modeling**

The food web of the Baltic Sea will be simulated by applying the ecological software EwE (www.ecopath.org). An existing food web model for the Baltic Sea has already been used, and contains 15 functional groups from primary producers to seals and fishery [9]. The model was parameterized with a focus on fish (sprat, herring and cod). EwE is an excellent tool to: a) address ecological questions; b) evaluate ecosystem effects of fishing; c) explore management policy options; d) evaluate impact and placement of marine protected areas; and e) evaluate effects of environmental changes.

At present,** process-based and statistical models for Baltic Sea fish species** can link climatic forcing and lower trophic level processes to fish dynamics. These models will be integrated within ECOSUPPORT by linking them to outputs from physical-biogeochemical models. Dynamics of cod, herring and sprat have been shown to be driven partly by fluctuations in climate, eutrophication and lower trophic level processes, including those which directly affect reproductive success [10], feeding and survival of larvae, and feeding and growth of adults [11].

We will generate **Bioclimatic Envelope Models (BEMs)** for key species in the Baltic Sea system (and in the models used here) to assess the susceptibility of these taxa to range extension and possible local extinction arising from climate change. BEMs will be constructed using statistical modelling (CART, [12]) trained with historical distribution data for key taxa, and corresponding oceanographic environmental data [13].

**Socioeconomic impact assessment**

For the **focus study sites**, Gulf of Finland, Vistula Lagoon and the Polish coastal waters, we will conduct assessments of the impact of climate change on the regional and local development. The **economic assessment of the ecosystem goods and services** delivered from key ecosystems/habitats within the Baltic Sea (Fucus beds, mussel beds, seagrass, shallow soft bottom habitats) and processes (benthic-pelagic coupling, filtration) follows the methods of [14]. In order to develop management strategies for sustainable use and conservation in the marine environment, reliable and meaningful, but integrated ecological information is needed. Biological valuation maps that compile and summarize all available biological and ecological information can be used as baseline maps for future spatial planning at sea. Rather than a general strategy for protecting areas that have some ecological significance, biological valuation is a tool for calling attention to areas which have particularly high ecological or biological significance and to facilitate provision of a greater-than-usual degree of risk aversion in management of activities in such areas.

The regional results from the focus study sites will be scaled up to the Baltic Sea scale. This will support the **charting of socioeconomic implications** from different climate scenarios (e.g. [15,16]). Especially, the costs of nutrient load reductions of defined ecological targets of Baltic Sea water quality in present and future climates will be calculated with the Nest economic model [17]. The metric difference between the results will provide us with a first estimate of costs related to changing climate.

### 3. First results

First results from scenario simulations of biogeochemical cycles are now available calculated with the coupled physical-biogeochemical model RCO-SCObI. The ocean model is forced with atmospheric and hydrological fields from the regional climate model RCAO driven with lateral boundary from ECHAM4/OPYC3 (or HadAM3H, not shown). As an example Figure 2 shows annual mean phytoplankton concentrations in present and future climates assuming four socioeconomic scenarios with corresponding nutrient loadings from land. The results suggest that climate change may have a significant impact on the ecosystem and needs therefore to be considered in the Baltic Sea management.

![Fig. 2: Annual mean phytoplankton concentration (mgChl/m²) (0-10m). Present climate (upper panels), future climate according to ECHAM4/A2 for 2071-2100 (lower panels), reference conditions of nutrient supply during 1969-1998 (first column), nutrient load scenarios following the most optimistic (best) case (second column), the Baltic Sea Action Plan (third column), and the most pessimistic case assuming business as usual (fourth column). The nutrient load scenarios have been developed by the Baltic Nest Institute.](image)
Linking climate factors and adaptation strategies in the rural Sahel-Sudan zone of West Africa
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Although there is an increasing realization of the interplay between different driving forces for rural development and environmental change in developing countries, understanding the relative impact of climate factors on land use change and local livelihoods is still not straightforward. However, without a better knowledge of these relationships it becomes difficult to devise specific and well targeted adaptation strategies to climate change and variability – at best, adaptation becomes a collection of ‘no regret’ actions, which in any case would have benefitted development; in worst case scenarios, adaptation could become counterproductive if based on the wrong assumptions. In this paper we aim to estimate the relative weight of climate factors in the decision making process of rural household in the Sahel-Sudan zone of West Africa during the past 20 years and compare these with strategies described in National Adaptation Programmes of Action (NAPA). We interviewed 1354 households in 16 sites in Senegal, Mali, Burkina Faso, Niger and Nigeria distributed across a rainfall gradient divided into three zones: 400-500 mm, 500-700 mm, and 700-900 mm. Group interviews were also carried out with 3-5 groups in each site.

Household income sources have increasingly become diversified. A majority states that income from remittances, irrigated vegetable farming, and various businesses has increased while a decrease in rainfed agriculture mentioned by 63% of respondents is perceived to be due to decreased rainfall. Many different reasons are given for a decrease in livestock income. Poor rainfall is by far the main cause mentioned of decreases in millet and maize production, though soil fertility decline is equally important in the humid zone. Causes for decreases in livestock holdings were much more diverse with sale for family needs, diseases, theft and inadequate pastures being more important than rainfall. When asked directly about impacts of climate change, the climate impact on rainfed agriculture was reiterated as were the more complex and less important impacts on livestock. Adaptation measures taken in response to decreasing agricultural production were very diverse – soil fertilization and alternative income sources were frequent, but the most often cited was various types of ‘prayer’, indicating that many farmers do not see a technical solution. Adaptation of livestock production was more concrete, including veterinary control, fodder complements and increased transhumance. The group interviews largely corroborated the household survey.

The adaptation projects proposed in the NAPAs are generally not reflected in the adaptation options chosen by people in villages studied as very few households mentioned improved irrigation, new crop species and agro-meteorological information as solutions. This may be due to ignorance or lack of access to such possibilities. The study concludes that the while the rainfed agricultural sector is perceived to be under significant stress, the livestock sector seems to be a more promising pathway for developing agriculture in the Sahel.

Keywords: Adaptation to climate change, Land use change, Society-environment-climate interactions, Agriculture, Livestock, Household economy, Livelihoods
Projected changes in daily temperature variability over Europe in an ensemble of RCM simulations
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1. Introduction

Future climate scenarios show not only possible changes in the mean state but also changes in variability. In addition to shifts in the mean, enhanced or reduced variability also influences weather extremes which may become more or less frequent. Together with a pronounced warming over Europe an increase in summer temperature variability (interannual and intraseasonal) have been found from an ensemble of regional climate model (RCM) simulations driven by one global climate model (GCM) Vidale et al. (2007) and Fischer and Schär (2009). Boundary conditions only from one GCM substantially define the behaviour of the entire ensemble of RCM simulations. In order to supplement the above results we use an ensemble of integrations with one RCM driven by different GCMs, focusing on the question “How does a possible future climate with increased greenhouse gas concentration influence daily temperature variability over Europe in summer and winter?”

2. Data and method

For downscaling of GCM scenarios over Europe we use the Rossby Center Regional Climate Model (RCA3) Kjellström et al. (2005) with a horizontal resolution of 0.44° (approximately 50 km). The regional simulations are driven by boundary conditions from five different GCMs: ECHAM5 (MPI, Germany), CCSM3 (NCAR, USA), HadCM3 (Hadley Center, UK), CNRM (CNRM, France), BCM (NERSC, Norway) Meehl et al. 2007. All simulations have employed the A1B scenario and two periods are chosen to represent the recent (1961-1990, CTL) and future (2071-2100, SCN) climates. As a measure of daily temperature variability we use the variance (or standard deviation) of daily temperature at the 2 meter level and separate the total variability into four components, namely: seasonal-cycle, interannual, intraseasonal and trend-induced variability, accordingly to the methodology by Fischer and Schär (2009). The simulated variability for the CTL period is evaluated against the gridded ENSEMBLES observational dataset (ENSOBS) Haylock et al. (2008).

3. Summer

In summer and for the CTL period (Fig. 1 top) the ensemble mean total temperature variability has a band of large values stretching from the Iberian Peninsula throughout central to eastern Europe. Comparison to ENSOBS (not shown) reveals that the ensemble mean variability is well captured over central and eastern Europe while underestimated in Scandinavia and the Alps (20-30%) and overestimated in the Pyrenees (up to 50%). In the SCN period (Fig. 1 bottom) the simulated summer total temperature variability is significantly enhanced over a substantial part of the domain, approximately south of 50°N, with the maximum increase up to 20-30% over southern and eastern Europe. Detailed analysis of all four components of the total variability shows that on average two main contributors to the total variability increase are the seasonal-cycle (50%) and intraseasonal (30%) variability while the interannual component explains about 10% of the total change.

4. Winter

The simulated winter total temperature variability (CTL) shows a gradual increase from south to north with local maxima over Iceland, northern Scandinavia and the Barents Sea (Fig. 2 top). The winter variability is generally underestimated in continental Europe (10-20%) and overestimated in the Alps (50%), south part of the Iberian Peninsula (40%) and northern Scandinavia (10-20%). The overestimation in northern Scandinavia is mainly due to the BCM and CNRM driven simulations which heavily (up to 100%) overestimate the total variability in this region that may reflect a problem with the modeled sea ice in the Barents Sea in those driving
GCMs. In the end of the 21st century (Fig. 2 bottom), the projected winter total temperature variability is significantly reduced over northern Europe and the Alps with the largest decrease (30-40%) over Scandinavia. The change in the intraseasonal variability strongly dominates explaining about 80% of the total decrease while the interannual component explains about 15%.

![WINTER daily StdDev (CTL)](image)

![SCN-CTL)/CTL](image)

Figure 2. As Fig.1 but for winter.

5. Summary
The future projection (2071-2100) of European climate based on the ensemble of RCA3 simulations driven by 5 different GCMs have shown an increase (up to 30%) of daily temperature variability over central and southern Europe in summer and a decrease (up to 40%) over northern Europe and the Alps in winter. The simulated changes in temperature variability (not shown) is found in the both cold and warm tails of daily temperature distribution that, in addition to the mean warming, leads to higher occurrence of hot days in summer and lower occurrence of cold days in winter. The ensemble mean enhancement of summer temperature variability over central and southern Europe is in good agreement with the results of Vidale et al. (2007) and Fischer and Schär (2009) based on the ensemble of different RCMs driven by one GCM. Also here, the change in the mean temperature has the same sign and spatial patterns although with different magnitudes among the members of the ensemble. On the other hand change in the temperature variability has only in general the same sign while spatial patterns and magnitudes of the change strongly depend on choice of driving GCM. It means that when we look at regional climate changes in higher-order quantities rather than in usual means uncertainties related to driving GCMs become more important.

Acknowledgements
This work is part of the Mistra-SWECIA programme, funded by Mistra (the Foundation for Strategic Environmental Research), and of the ENSEMBLES project funded by the EC through contract GOCE-CT-2003-505539. The GCM groups are acknowledged for providing models and boundary data. The model simulations with RCA3 were performed on the climate computing resource Tornado funded with a grant from the Knut and Alice Wallenberg foundation. We acknowledge the E-Obs dataset from the EU-FP6 project ENSEMBLES (http://www.ensembles-eu.org) and the data providers in the ECA&D project (http://eca.knmi.nl).

References


Climate change impact assessment in central and eastern Europe: The CLAVIER project

Susanne Pfeifer (1), Daniela Jacob (1), Gabor Balint (2), Dan Balteanu (3), Andreas Gobiet (4), Andras Horanyi (5), Laurent Li (6), Franz Pretenthaler (8), Tamas Palvolgyi (7) and Gabriella Szepszo (5)

(1) Max Planck Institute for Meteorology Hamburg, Germany (susanne.pfeifer@zmaw.de)
(2) Environmental Protection and Water Management Research Institute (VITUKI), Budapest, Hungary
(3) Institute of Geography, Romanian Academy, Bucharest, Romania
(4) Wegener Center for Climate and Global Change, University of Graz, Austria
(5) Hungarian Meteorological Service (HMS), Budapest, Hungary
(6) Institut Pierre Simon Laplace, Centre National de la Recherche Scientifique, Paris, France
(7) Env-in-Cent Ltd. (EiC), Budapest, Hungary
(8) Institute of Technology and Regional Policy, JOANNEUM RESEARCH Forschungsgesellschaft mbH, Graz, Austria

1. The CLAVIER project
The CLAVIER project (Climate Change and Variability: Impact on Central and Eastern Europe) is supported by the European Commission's 6th Framework Programme as a 3 year Specific Targeted Research Project from 2006 to 2009 under the Thematic Sub-Priority "Global Change and Ecosystems". The CLAVIER consortium consists of 13 partners from 6 countries, most of them coming from the CLAVIER target countries Hungary, Romania and Bulgaria. Based on a set of climate change simulations from different regional climate models, linkages between climate change and its impact on weather patterns, air pollution, extreme events, and on water resources are investigated. Furthermore, an evaluation of the economic impact on agriculture, tourism, energy supply and the public sector is conducted.

Figure 1 shows the case study regions for economic impact assessment which have been defined based on the expert knowledge of the local CLAVIER partners.

2. The CLAVIER model ensemble
The CLAVIER model ensemble consists of three regional climate models, namely REMO from the Max Planck Institute for Meteorology (MPI-M) in Hamburg, used in Version 5.7 by MPI-M and REMO5.0 used by the Hungarian Meteorological Service in Budapest, and the LMDZ model developed at CNRS in Paris. From all models, A1B scenario simulations driven by the global climate model ECHAM5 are available for the period of 1950 to 2050 with a horizontal resolution of about 25 to 30 km. For LMDZ, additional simulations driven by the IPSL global model are available for the A1B scenario.

3. Interface climate simulations – impact studies
One main challenge of conducting climate change impact assessment is the multidisciplinary knowledge which is needed. CLAVIER joins disciplines such as climate modelers, hydrologists, geographers, engineers and economists. To facilitate the communication and the data flow, an interfacing work package has been established which bridges the gap between the model simulation data and the needed input data for the impact studies. Among others, this work package is carrying out a bias correction procedure to account for the known biases of the regional climate models.

4. Physical Impact Assessment
The impact of climate change on different sectors has been studied. Among others, analyzes have been and will be carried out on: the water levels of the Lake Balaton, the hydrological regime of the Tisza river basin, possible changes in weather extremes, landslide and mud flow risks in the Sub-Carpathian regions, the risk of road damages in Hungary, and possible changes in typical weather regimes for Central and Eastern Europe and their implications to air pollution levels.

5. Economic Impact Assessment
The economic impact assessment concentrates on the four economic sectors with the highest expected impacts, agriculture, tourism, energy supply and the public sector. Based on the climate change information and on economic data for the respective sector (e.g. temperatures, precipitation from the climate simulations, sectoral economic data e.g. on tourism revenues, overnight stays, number and types of hotels, tourism infrastructure, restaurants, shops, beaches etc. for the tourism studies), the sensitivity and the exposure to a changing climate is assessed in 10 case study regions on the NUTS II and NUTS III level and finally translated into expected changes in regional macroeconomic indicators, such as the sectoral Climate Change impact on Gross Regional Product (GRP) allowing also for first estimates on the impact on Gross Domestic Product (GDP) on the national level respectively.

This workshop contribution will give an overview on the results of the CLAVIER project.
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Climate change impacts on extreme wind speeds
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1. Introduction and objectives

Our objective is to quantify potential changes in extreme wind speeds across northern Europe under a variety of climate change scenarios. For wind energy applications we conform to the Wind Turbine design criteria, which define the suitable class of wind turbines based on the 50-year return period wind speed ($U_{50yr}$). We determine extreme winds based on the Gumbel distribution so:

$$U_T = -\frac{1}{\alpha} \ln \left( \frac{T}{T-1} \right) + \beta$$

where $U_T$ is the wind speed for a given return period (T), and $\alpha$ and $\beta$ are the distribution parameters.

2. Methods

Two downscaling tools are applied to AOGCM output to generate higher resolution realizations of surface winds from which we calculate the extreme wind speeds:

1. Dynamically downscaling time series of grid-cell averaged wind speeds are used from two applications of Regional Climate Models (RCMs): (a) Simulations conducted using the Rossby Centre RCAO lateral boundary conditions from two General Circulation Models (ECHAM4/OPYC3 and HadAM3H) and two emission scenarios (SRES A2 and B2) (Pryor et al. 2005). (b) Simulations conducted using the HIRHAM RCM and lateral boundary conditions from ECHAM5/MPl-OM for the A1B SRES. Simulated time series of annual maximum wind speeds are used to compute $U_{50yr}$ using the method of moments to determine $\alpha$ and $\beta$:

$$\alpha = \frac{\ln 2}{2b} - U_{\text{max}}$$

$$\beta = U_{\text{max}} - \frac{\gamma}{\alpha}$$

The uncertainty on $U_T$ is given by:

$$\sigma(U_T) = \frac{\pi}{\alpha} \sqrt{\frac{1 + 1.14k_T + 1.10k_T^2}{6n}}$$

where $n$ is the sample size, the frequency factor ($k_T$) is:

$$k_T = -\frac{\sqrt{6}}{\pi} \ln \left( \frac{T}{T-1} \right) - \frac{\gamma}{\alpha}$$

Assuming a Gaussian distribution of $U_T$, then 95% of all realizations will lie within ±1.96$\sigma$ of the mean, and thus $\sigma$ can be used to provide 95% confidence intervals on the estimates of extreme winds with any return period.

2. Empirical downscaling is used to develop site specific estimates of extreme wind speeds using output from eight AOGCMs; BCCR-BCM2.0, CGCM3.1, CNRM-CM3, ECHAM5/MPl-OM, GFDL-CM2.0, GISS-ModelE20-Russell, IPSL-CM4, and MIJ-CGCM2.3.2. AOGCM output for two historical periods (1982-2000 and 1961-1990) are taken from climate simulations of the twentieth century. AOGCM output for 2046-2065 and 2081-2100 are from simulations conducted using the A2 SRES. Wind speed observations (1982-2000) at 10-m for 43 stations used to condition the transfer functions are as in Pryor et al. (2006). This empirical downscaling technique develops a probability distribution of wind speeds during a specific time window rather than a time series of wind speeds. Thus the downscaled parameters are the scale ($A$) and shape ($k$) of the Weibull distribution:

$$P(U) = 1 - \exp \left( -\frac{U^k}{A} \right)$$

This approach is advantageous in the current context because it avoids a focus on mean conditions, underestimation of variance, and difficulties associated with reproducing the time structure of wind speeds.

Downscaled Weibull $A$ and $k$ for each time period, AOGCM and station are used to compute $U_{50yr}$ using eq. (1) and:

$$\alpha = k \frac{\left( \ln(n) \right)^{1/k}}{k}$$

$$\beta = A \left( \ln(n) \right)^{1/k}$$

where $n$ is the number of independent observations

For the 8 AOGCMs presented and the 43 stations, the range of downscaled $U_{50yr}$ for 1961-1990 lie within ±4% of the mean $U_{50yr}$ and 95% lie within ±2%, so the downscaling results for extreme winds from the Weibull $A$ and $k$ parameters are relatively consistent for the historical period. Estimates from the future time periods are defined as being different from the historical period (1961-1990) if they lie beyond the 95% confidence intervals derived based on propagation of the uncertainty in $A$ and $k$.

3. Dynamically downscaled extreme wind speeds

RCAO simulations for the end of the C21st conducted using boundary conditions from HadAM3 imply little change in $U_{50yr}$ (Table 1). Estimated $U_{50yr}$ for the future period (and both SRES) generally lie within the 95% confidence intervals derived for the control period simulations (O(4-15%) of the $U_{50yr}$ in 1961-1990). This is also the case for simulations conducted using lateral boundary conditions from ECHAM4/OPYC3, although in those simulations $U_{50yr}$ for the future period under either SRES show increases particularly in the southwest of the study domain (Figure 1). The choice of SRES appears to have little influence on the d($U_{50yr}$) in either set of runs.

| Table 1. Fraction of grid cells (in %) that exhibit a significant increase, decrease or no change for the 4 future simulations (2071-2100) relative to 1961-1990. |
|-----------------|-----------------|-----------------|-----------------|
|                 | Declines        | No change       | Increases       |
| **ECHAM4: A2**  | 0.1             | 73.2            | 26.7            |
| **ECHAM4: B2**  | 0.1             | 72.9            | 27.0            |
| **HadAM3: A2**  | 6.0             | 90.1            | 3.9             |
| **HadAM3: B2**  | 1.8             | 95.8            | 2.4             |
Figure 1. Magnitude (in %) of statistically significant differences in $U_{50\text{yr}}$ computed by grid cell for 2071-2100 v 1961-1990 for simulations nested within (above) ECHAM4/OPYC3 and (below) HadAM3 for the A2 SRES.

4. Empirically downscaled extreme wind speeds
$U_{50\text{yr}}$ for each observational station were computed from the downscaled Weibull A and k parameters for the 8 AOGCMs for three time periods; 1961-1990, 2046-2065 and 2081-2100. The ensemble mean $U_{50\text{yr}}$ for 1961-1990 and the ensemble average change between 1961-1990 v 2081-2100 are shown in Figure 2 and Table 2. In the ensemble average there are a large number of stations that exhibit no change in $U_{50\text{yr}}$ (26 of 43 stations for 2046-2065, and 14 of 43 for 2081-2100 exhibit change of less than 1% relative to 1961-1990), this is also true for the majority of individually downscaled AOGCMs. However, of the stations that exhibit a $|d(U_{50\text{yr}})| > 1\%$ between 1961-1990 and the future period, the majority exhibit increases. Seventeen of 43 stations (i.e. 40%) exhibit an ensemble average increase in $U_{50\text{yr}}$ of 1-5% in 2046-2065 relative to 1961-1990. Twenty-seven of 43 stations (i.e. 63%) exhibit an ensemble average increase in $U_{50\text{yr}}$ of 1-10% in 2081-2100 relative to 1961-1990. This bias towards increased extreme wind speeds is also exhibited in results from the majority of individually downscaled AOGCMs. However, for the majority of stations considered, results from at least one downscaled AOGCM exhibit declining $U_{50\text{yr}}$. A further key caveat that should be noted is that application of the Weibull method to compute $U_{50\text{yr}}$ is subject to some uncertainty related to the accuracy of the Weibull fit. The 95% confidence intervals computed for the 1961-1990 period are -12% to +10%. Downscaling of only two AOGCMs exhibit any single station for which the difference in $U_{50\text{yr}}$ in the historical period (1961-1990) and future time periods (2046-2065 or 2081-2100) exceeds the 95% confidence intervals computed for 1961-1990.

Table 2. Ensemble average $d(U_{50\text{yr}})$ from the empirically downscaled Weibull A and k expressed in terms of the number of stations from which $U_{50\text{yr}}$ estimates show a change of the specified magnitude (in %) between the future period and 1961-1990 (if positive the future period exhibits a higher $U_{50\text{yr}}$ than the historical period).

<table>
<thead>
<tr>
<th>% change</th>
<th>2046-65 v 1961-90</th>
<th>2081-2100 v 1961-90</th>
</tr>
</thead>
<tbody>
<tr>
<td>-10 to -5</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>-5 to 0</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>0 to 5</td>
<td>37</td>
<td>33</td>
</tr>
<tr>
<td>5 to 10</td>
<td>0</td>
<td>3</td>
</tr>
</tbody>
</table>

Figure 2. (a) $U_{50\text{yr}}$ at 10-m empirically downscaled for 1961-1990 (ms$^{-1}$), (b) the ensemble average change (%) in $U_{50\text{yr}}$ computed from the 8 AOGCMs for 2081-2100 relative to 1961-1990 (if positive the future period exhibits a higher $U_{50\text{yr}}$ than 1961-1990).

5. Concluding remarks
$U_{50\text{yr}}$ computed using both dynamically and empirically downscaled wind speeds exhibit some weak evidence for an increase in extreme wind speeds at sites in northern Europe during the middle and end of the 21st relative to 1961-1990. The spatial distribution of simulated changes in $U_{50\text{yr}}$, between the RCAO and the empirical downsampling are to some degree consistent — showing maximal changes in the southwest of the study domain, though the relative changes are of larger magnitude from the RCAO in simulations conducted with lateral boundaries from ECHAM4/OPYC3. The increase in $U_{50\text{yr}}$ from the ECHAM4/OPYC3 nested runs exceeds 10% for many grid cells, but the majority of grid cells show no change beyond the 95% confidence intervals for 1961-1990. This tendency towards ‘no statistically significant change’ is even more marked in HadAM3 nested RCAO simulations. Uncertainty calculations presented herein illustrate the challenge of estimating climate change impacts on geophysical extremes, but also provide critical context for interpreting the results of such analyses.
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1. Introduction

According to the recent publications of the IPCC, global climate changes are unequivocal (IPCC, 2007). Many more changes in the global climate systems are very likely in the following decades and centuries. Concerning winter storms in global climate models, an enhancement especially of severe cyclones over Europe is found (see review by Ulbrich et al., 2009 and references therein). But changes of strength and/or occurrence of extreme natural hazards on the regional scale are more or less unknown. Due to the low resolution of current global climate models, regional effects can be hardly estimated – especially for parameters like wind speed and precipitation, which are strongly amplified by local scale conditions (e.g. orographic effects). Because of the high loss potential of winter storms the knowledge about changes of the storm climate on the regional scales is very important (see Figure 1).

In the RESTER (Strategien zur Reduzierung des Sturmschadensrisikos für Wälder) project the impacts of extreme storm events on the forests are analysed. The investigations are conducted in the framework of the cooperative research project “Herausforderung Klimawandel” funded by the federal state of Baden-Württemberg. Various institutions from different research fields investigate the effects and impacts of climate change on the regional scale. Within the RESTER project our institute characterises the changes in winter storm climate in Germany with a special focus on the region of Baden-Württemberg in the southwest of Germany.

2. Data and Methods

This study is based on different data sets from regional climate models. In addition to the output of REMO also that of CLM is used. These regional climate models are both forced by the global circulation model ECHAM5. The ECHAM5 and REMO model runs were all conducted at the Max-Planck-Institute for Meteorology in Hamburg. In contrast to ECHAM5 with its horizontal resolution of about 210 km, REMO and CLM have a resolution of about 10 and 18 km, respectively. The REMO simulations were commissioned by the German Federal Environment Agency. The CLM simulations are part of the so-called “Konsortialläufe”. For the projection period the calculations are based on the IPCC SRES emission scenarios A1B, A2 and B1 (IPCC, 2007). Details of the regional climate simulations are summarized in Table 1.

Extreme value statistics are applied to quantify the storm climate. The analyses are based on the time series of wind gusts at each grid point. The maximum gusts of the 100 strongest events are fitted with a statistical distribution. The generalized Pareto distribution (GPD) allows for the best description of the data (Hosking and Wallis, 1987; Palutikof et al., 1999). From the fitted probability distribution, the strength of storms of a specific return period is estimated. This analysis is applied to every single grid point for both the control period (1971–2000) and the projection period (2021–2050).

Table 1. Details of the regional climate simulations.

<table>
<thead>
<tr>
<th></th>
<th>REMO</th>
<th>CLM-KL</th>
<th>CLM-KL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Forcing</td>
<td>ECHAM5 run 1</td>
<td>ECHAM5 run 1</td>
<td>ECHAM5 run 2</td>
</tr>
<tr>
<td>Emission scenario</td>
<td>A1B, A2, B1</td>
<td>A1B</td>
<td>A1B</td>
</tr>
<tr>
<td>Resolution</td>
<td>0.088° ≈ 10 km</td>
<td>0.167° = 18 km</td>
<td>0.167° ≈ 18 km</td>
</tr>
</tbody>
</table>

3. Results

To estimate the reliability of the regional climate data, they are evaluated for the control period against point measurements and results of the so-called storm hazard map from CEDIM (Center of Disaster Management and Risk Reduction Technology) published by Heneka et al. (2006) and Hofherr and Kunz (2009). Despite the systematic underestimation of the wind speeds in the gusts the spatial patterns due to the underlying orography are well reproduced by the regional models. These results are also confirmed by observations at several SYNOP stations. Additionally, a dependency on the elevation above sea level is clearly visible. Stations at higher elevations show larger differences between observations and model data than those at lower elevations. But the effect exists only if the elevation differences are large enough. Altogether, the regional climate models are able to resolve the local amplifications of wind speeds e.g. due to orography and land use. This is a big advantage over the coarse resolution of the global models. The underestimation of the absolute gust wind speeds in the
simulations is not relevant in the following discussion, because only relative climate change signals are quantified. The future changes of the storm climate is analysed for the gust speeds with a 10 year return period. They vary in the different parts of Germany. The results of REMO with A1B scenario shows that the storm activity in Northern Germany will increase in the future by about 10%. Also in Central Germany gusts with a 10 year return period will become more frequent, but their amplitude is smaller. However, south of 50° N there is no clear trend, i.e. no changes of storm climate has to be expected in Southern Germany according to these analyses. The results for the other simulations of REMO and CLM are generally in agreement with the results of the REMO model run with A1B scenario, but there are a few local differences. It has to be noted though that the changes of the storm climate in regional models are greatly depended on the changes found in the global model used.

To get a better survey of all results an ensemble of the five runs is created on a common grid determined by the model with the lowest resolution. The ensemble composite shows which changes of the storm climate are most likely. In Northern Germany the increase of gust is supported by a high probability. In Central and Southern Germany the trends are indifferent and in some parts a decrease of the storm activity seems to be possible. Finally, it has to be emphasized that such a differentiation between the regions of Germany is only possible by means of regional climate models.

4. Outlook

Apart from the data presented here, CLM simulations with a resolution of about 7 km are available in our institute. These data will be integrated in the ensemble results.

In addition to the strength of the storms their horizontal extent is also an important factor for the loss potential. A so-called storm index, which takes both the strength and horizontal extension of storms into account, is calculated following Della-Marta et al. (2008). In future these results will be linked with the financial and other losses caused by the storms.
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1. Abstract

The land use and land cover change can impact regional/local climate through land-atmosphere interactions. In this paper, the land use change impacts of the “conversion of cropland to forest” at the ShanGanNing Border Areas (SGNBA) in Western China were investigated by using the regional climate model (RegCM3) simulation experiments. Two sets of simulations are conducted with the same large-scale forcing data from NCEP/NCAR reanalysis II dataset. The control simulation use the original model land cover dataset used in standard RegCM3 simulations, which are noted as CTL. In another set, the yearly updated remote dataset in the “key SBA area” are used for the simulation, which are noted as MOD. Besides the assessment of the CTL performance, differences between the MOD and CTL will also be presented to understand the climate effects of the land use change.

2. Introduction

The impacts of land use and land cover change on climate have been and still will be the study interests all around the world, such as Correia et al. (2008) in Amazonia and Douglas et al. (2006) at the Indian Monsoon belt. Pielke et al. (2007) presented an overview on their regional impacts on rainfall. In East Asia and China, Fu et al. (2001) studied the impacts of recovering natural vegetation on summer climate and environmental conditions in East Asia. Zhang and Gao (2009) investigated the atmospheric dynamical response to land-use change with general circulation model and regional climate model.

But not too many models studies are focused on the SGNBA because of the limitation of available dataset and complicated features of climate, land-surface and sensitive ecosystem. The returning natural forest in SGNBA has started from 1999 in China aimed at improving the conditions there. But how much are the change and their impacts? In our work, the land cover mapping obtained from remote sensing was used to quantify land cover change during March – October from 1999 to 2007 in the SGNBA. The dataset are introduced into the RegCM3 (Pal et al., 2007) to study their impacts on climate.

The model has a 20km horizontal resolution, with the model domain including part of the high land in the west (Figure 1). The key area (SGNBA) is located at center of model domain, which is also the region where the land cover dataset is replaced. The CTL simulation has proven the model performance in reproducing the basic climate features. Differences between MOD and CTL shown the significant effects of land cover change at the key area, which will be presented during the meeting.

Figure 1. The model domain and terrain height. (Unit: m)
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1. Summary
Worldwide there is growing trend in urbanization, leading to development of mega cities, with south-east Asia in the lead. These mega cities, through variety of effects like Urban Heat Island (UHI) affect local weather; of primary concern is the change in intensity and duration of extreme weather events. It is, however, necessary to study these effects through models that comprehensively describe local atmospheric dynamics in a large-scale environment. In this work we examine the impact of urbanization on evolution of three heavy rainfall events occurred over Indian monsoonal region in different seasons at three different cities (Mumbai, Bangalore and Chennai) with very high population density and located in different climatic regions. Numerical experiments for each of the events were carried out using a 3-nest configuration (MM5V3 model) with 2-km resolution of innermost domain. Simulations were carried out for two scenarios; partially urban and fully (hypothetical) urban. The results show that increased urbanization affected both intensity and spatial distribution of rain. Partial urbanization was found to be associated with more total rain, larger spatial extant of distribution and less intense, while the converse is true for fully urban scenario.

2. Introduction
In recent times there has been increase in intensity and frequency of heavy rainfall events over Indian Monsoon region resulting in loss of lives and property in many Indian cities. Increased urbanization, due to altered thermodynamic and mechanical properties of land surface has known to modulate local weather and trigger high impact weather events like heavy rainfall. Franklin et al. (2004) studied the impact of urbanization on water budget in Nairobi City using limited area model (GESIMA). He observed that urban heat island effect and increased surface roughness length due to urbanization induce thermal instability, increases mechanical turbulence, and also produce enhanced rainfall around downwind of the urban area. Gero et al. (2006), through numerical simulations had shown that highly urbanized cities like Sydney trigger severe convective storms. This study assumes significance in the context of disaster management and mitigation associated with high impact weather events in India.

3. Model and Data
The fifth generation NCAR /Penn State mesoscale model MM5V3 used in this study (Dudhia et al. 2004) is a mesoscale model with options for parameterization of various processes like cumulus convection, Planetary Boundary Layer (PBL) and radiative forcing. It can support multiple nests with varying horizontal resolution and has non-hydrostatic dynamics. The details of model configuration are given in Table 1. Global Tropospheric Analysis 1°x1° degree data (NCEP/NCAR) was used to generate initial and lateral boundary conditions including SST fields (monthly climatology). Terrestrial data includes terrain elevation (2-minute), Land-use (USGS-24 Category 2 minute), vegetation fraction (10 minute). Domain D1 and D2 consists of 250x250 grid points in X and Y direction with grid size of 18 and 6-km respectively. Domain D3 consists of 100x100 grid points with 2-km grid size.

4. Description of Events
We have considered three heavy rainfall events; Mumbai (03UTC, 26th July to 03UTC 27th July 2005), Bangalore (15UTC, 22nd Oct to 15UTC 23rd Oct 2005) and Chennai (06UTC, 26th Oct to 06UTC 27th Oct 2005) over three different locations covering different climatic regions and seasons. The Mumbai event was a very high intensity event that occurred over the west coast of India during the summer monsoon season. The other two events occurred during the winter (north-east monsoon) season; of these, one was over the east coast of India (Chennai 13.5N, 80.17E), while the other was over a continental location (Bangalore 12.59N, 77.35E). The extreme rainfall event that flooded the metropolis of Mumbai on the west coast of India (72.52E and 18.52N) was an intense and highly localized meso-scale convective system, with a spatial scale of only about 30 Kms.

5. Design of Experiments
Numerical experiments involve a set of six simulations with control and test simulation for each of the event. Control simulation essentially represents old land use scenario(less urbanized) and test simulations represent modified land surface (current) due increased urbanization. Only the innermost domain (D3) was modified in all the test runs to reflect current condition of increased urbanization by modifying land surface properties (surface roughness length, albedo, thermal inertia and moisture availability) with typical urban (50 cm, 18 %, 0.03 cal.cm⁻²K⁻¹ S⁻¹/² and 10%) values. In all the experiments, model was integrated for 3 days starting from 2005-07-25:00 Hour (Mumbai), 2005-10-22:00 (Bangalore) and 2005-10-25:00 (Chennai) respectively.
6. Analysis of Results (Rain)

The Figure 2, below show spatial distribution of 24-hour accumulated (event window) rain in domain D2; difference between control and test (control-test) simulations and observed rain (10-km satellite data).

![Spatial distribution of 24-hour accumulated simulated and observed rain](image)

Figure 1. Spatial distribution of 24-hour accumulated simulated (left) and observed (right) rain. High intensity spots concentrated around the periphery of urban zone (D3 indicated by boxes) may be seen (around dotted ellipse).

Distribution of 24-hour accumulated rain in domain D2 and for different events was found to be spatially more extensive for control simulation compared to test simulation but rain was seen to be more intensified in test runs with intense spots located around the periphery of the urban zone. The difference between control and test runs confirms this as shown by dotted ellipse regions in Figure.1. It may also be noted that simulated events (control and test) can be reasonably compared with observation with intensity captured fairly accurately by the model in all the three events. Test simulations with modified land surface conditions (hypothetical, more urbanized) offer less of moisture which most probably resulted in the reduced spatial extent of rainfall distribution compared to control runs (less or partially urbanized). Based on this study following observations can be made; rainfall over urban areas tend to be less in spatial extent, discontinuous in distribution with more number of isolated intense cells clustering around the periphery of the urban zone. This is particularly true for land locked cities like the one (Bangalore event) discussed here. Another important observation is that test cases (modified land surface with more urbanization) have simulated the event better than control cases in terms of intensity, distribution and location. Time evolution profiles of maximum rain (Figure not shown here) for different events have shown that compared to control runs, test runs (more urbanize) maintained high intensity through out event life cycle.

7. Analysis of Results (Surface Energy Fluxes)

Surface energy fluxes (w/m²) play critical role in the evolution and dynamics of mesoscale convective systems like heavy rainfall events. Land surface properties (thermodynamic and mechanical) largely affect surface energy partitioning. Availability of moisture would be more in partially urbanized areas (control) and LHF should be relatively more in such areas compared to urbanized areas (test). Converse is true for SHF. Higher latent heat flux (6-hour, pre-event, time integrated) was found to be more in control cases for all the three events (Mumbai, Bangalore and Chennai), rainfall distribution was also found to be spatially more extensive in control runs. Higher sensible heat flux associated with urban areas on the other hand contributes to the early formation of clouds (due to the availability of more heating at surface) and intensification of the event. In general it is in agreement with our earlier discussion on the time evolution of maximum accumulated rain.

8. Conclusions

Impact of urbanization on intensity and distribution of rain was investigated using mesoscale model (MM5V3). Results presented above are based on the investigation of three events occurred in different seasons and different geographical locations. All the three events discussed here have shown that urban areas tend to modify the intensity and spatial distribution of rain. In general it was found that total rain (accumulated domain averaged rain) was more in semi-urban or partially urbanized areas (control) than urbanized areas (test). It was also found that intensification was more in urban areas with more rain accumulated around the boundary of urban zone or around urban-semi-urban interface zone. Such intensification would eventually contribute to flooding. Urbanization seems to have influenced heavy rainfall events differently over different locations, nevertheless all the events significantly affected by urbanization. In the case of Chennai event, location and intensity of event was found to be more accurate in urban experiment (test) than control experiment though it was slightly overestimated.
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1. Introduction
Vegetation at central-south east of Brazil and Amazonian region has great potential to provide changes, both due to the increase of dioxide carbon concentration in atmosphere and by the rapid use of land (Ferniside, 2005), replacing natural vegetation by crops or deforested areas. Salazar et al. (2007) verified the relationship between climate and geographical distribution of vegetation over South America, dealing with biogeographic modeling. They defined spatial distributions of vegetation based on 15 climatic models for two emissions sceneries (A2 and B1) from IPCC (Moss et al., 2008), considering the dioxide carbon increase in the atmosphere for many future decades (2020-2029; 2050-2059; 2090-2099). All models indicated different levels of aridization, mainly over central areas of South America. Besides the development of studies focused on climatic simulations, there are initiatives in order to going on with biosphere-atmosphere observation over different types of coverage, as is the case of the project Biosphere-Atmosphere Interaction Phase II: Cerrados and Changing the Landuse (Rocha, 2004), from which is possible to obtain surface energy fluxes data, since 2002, over sugar cane and Eucalyptus crops and, Cerrado (savannah-like vegetation).

Considering locally observed data (those observed in the context of the cited project) and simulation results, the objective in this study is to estimate, through the use of RegCM3, the rainy impact over the central-southeast of Brazil due to modification of vegetation type accordingly to Salazar et al. (2007), for the period comprised between 2020 and 2029. In this period, the reduction observed in tropical forest is about 3%. The dryness of vegetation is taken in account, as provided by Salazar et al. (2007), as consequence of the increase of CO₂ concentration in the atmosphere.

2. Data and Model
The simulations were generated with the regional model RegCM3 for the major part of South America considering a domain centered in 22S and 55W, and covering an area of 160x120 grid points with resolution of 50 km. RegCM3 is originated from MM4, as documented by Giorgi et al. (1993). Soil-plant-atmosphere interaction processes are described by BATS, providing calculation of momentum, heat and water vapor turbulent changes between surface and atmosphere and solving prognostic equations for each grid point. In this study, deep cumulus convection is parameterized after Grell (1993). Reanalysis I (Kalnay et al., 1996) is used as initial and boundary conditions. To prevent dryness of atmosphere due to low evapotranspiration, some adjustments were made in the model for tropical forest vegetation type. The rate of root between the two upper soil layers was modified to 0.40, instead of 0.80, providing more water to be extracted by roots from deeper soil layers. The depths of soil and root layer were also increased to 4.5 and 3 m, respectively.

The model was run from July to December of 2005. Results show the last three month of simulation by the model (Oct-Dec) (period defined by the beginning of local rainy season) while the first three months (Jul-Sep) were cut off to prevent considering spin up problem. Two different experiments were run: CTR, control experiment and SAVAN, considering the aridization proposed by Salazar et al. (2007). Observed data are compared to those simulated for verification.

3. Results
As shown in Figure 1, it is possible to see the good representation of averaged rain (Oct-Dec, 2005) by RegCM3 when compared to CMAP data (not shown). South Atlantic Convergence Zone (SACZ) is very well positioned. The comparison between simulated and local observed data, for the north of São Paulo State (as mentioned earlier) shows diurnal evolution of minimum and maximum air temperature near surface, sensible and latent heat fluxes (Figure 2). Local observed temperature shows greater diurnal temperature amplitude in comparison to that simulated by the model (Figure 2a). Diurnal variability appears to be very well simulated in comparison to observation. Although latent and sensible heat fluxes appear to be well simulated, in terms of absolute values, latent heat flux is overestimated for the whole period (Figure 2b,c). The increase of latent flux during the simulated period is accompanied by increase in precipitation (figure not shown).

The simulation results considering vegetation change over the southeast of Brazil, replacing evergreen shrub and crop areas by deciduous shrub, show the diminishing of precipitation over São Paulo state (Figure 3). Blue line contours in Figure 3 show negative impact (experiment minus control run).

Figure 1. (a) Precipitation simulated (RegCM3) for South America, 2005 OCT-DEC.
4. Discussion and Conclusions

The use of RegCM3 for South America shows very good simulations. Simulation considering Emmanuel parameterization provides wetter rainy season (figures not shown) than those run with Grell schemes. This aspect can be particularly important when we try to simulate different periods (wetter and drier), as is the case of 2005 and 2006 years that show significantly distinct photosynthetically active radiation for the considered region. Another important aspect of simulation results considering Grell parameterization is the SACZ positioning during the rainy season. Also in this case compared to that simulated by the model with Emmanuel parameterization.

In general, the values of minimum and maximum air temperature, latent and sensible heat fluxes are well simulated when compared to those observed.

Figure 2. Precipitation and anomaly for 2005 OCT-DEC, the beginning of rainy season, based on CMAP data.

Figure 3. Impact of vegetation change for São Paulo state, SAVAN minus CTR experiment precipitation, during Oct-Dec, 2005. Blue (red) contour shows negative (positive) values.
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1. Introduction
A fully coupled atmosphere-ocean general circulation model (AOGCM) is used to simulate Last Glacial Maximum (LGM, ~21ka BP) and conditions representative of a stadial during Marine Isotope Stage 3 (MIS 3, ~44ka BP). Both periods are much colder than today. Selected periods of these runs are dynamically downscaled with a regional climate model (RCM) operating on 50 km horizontal resolution over Europe. The high resolution of the RCM simulation is important for a better representation of the boundary conditions (e.g. the topography associated with the ice sheets covering Scandinavia during these periods). Simulating past climates can be a way to evaluate the models, firstly to see if it is able to reproduce a climate very different from today at all, and also by comparing model results with climate reconstructions of the periods.

Figure 1. Land (green) and ice extent (blue) in RCA3 in Europe in LGM (left) and MIS 3 (right). Grid boxes with a land fraction lower than 20% are not filled.

2. Method
The AOGCM (CCSM3) was run for more than 1000 model years to get a climate in equilibrium for each period. Time slices of 50 years were selected for downsampling with the RCM (RCA3). The results from the RCM were used in a vegetation model (LPJ-GUESS) to get vegetation that is in accordance with the simulated climate. The new vegetation is then used in a second RCA3 run. LGM is characterised by a large ice sheet. MIS 3 is also a cold period, but with a smaller ice sheet (Fig. 1). The CO₂ levels are set to 185 (200) ppm for LGM (MIS 3). Because of the large ice sheets the sea surface in both periods is much lower than today, exposing new land areas. See Kjellström et al. (2009) for further details on the simulations.

3. Results
LGM is much colder than the recent past (RP, 1961-1990). RCA3 simulates temperatures of the coldest month at least 25°C colder than RP conditions in Scandinavia and around 5°C colder around the Mediterranean Sea (Fig. 2). In summer Scandinavia is around 15°C colder than the RP and the area around the Mediterranean Sea about 5-10°C colder (Fig. 3). Europe north of Paris has an annual average temperature below 0°C. Precipitation is lower compared with RP conditions in northern Europe, partly because of changed topography, and partly because of reduced evaporation from the Atlantic, which to a large degree is ice covered in the winter (not shown). However, precipitation in LGM compared with RP is larger on the edge of the ice sheet northwest of Fennoscandia and the British Isles as a result of the orographic forcing. In southern Europe, the Iberian Peninsula and the southern Alps and Italy gets more precipitation than in the RP climate due to changed atmospheric circulation in winter (southward shift of the North Atlantic storm track).

The simulation is colder than SST proxies over the North Atlantic, possibly indicating a too cold climate in the region and also potentially in northern Europe. Compared to proxy-based data from southern Europe the regional climate model show a good agreement for all seasons except summer when it is colder by some 2-5°C than the reconstructions show (Fig. 2). A comparison to proxy data of precipitation in southern Europe for LGM conditions shows that the geographical distribution of simulated changes in precipitation is similar to the proxy data.

The simulation of MIS 3 is the first long run with a fully coupled AOGCM. CCSM3 simulates a cold, but not as cold as LGM, climate compared to RP conditions. This is manifested in the downsampling experiment with RCA3 as exemplified by the 0°C isotherm for annual mean temperature that goes south of Ireland, through England and the southern parts of Denmark, just south of Sweden and then eastwards (not shown). All Europe but the Mediterranean area has average winter temperatures below zero (Fig. 4). In summer only the ice covered areas are
that cold (Fig. 5). Winter temperatures are on a scale from around 5°C colder than RP in southern Europe to around 15°C colder in southern Scandinavia and more than 30°C colder in the ice covered areas. In summer southern and western Europe are 3-6°C colder and eastern Europe 0-3°C colder than in the RP. Ice covered areas are around 15°C colder than RP conditions. Around the Mediterranean Sea, precipitation amounts are about the same as in the recent past although with more precipitation in the southwest (not shown). Most of central Europe gets 10-20 mm/month less precipitation than today. The largest difference is over the Norwegian Sea where the sea ice prevents evaporation and thereby convection and precipitation.

Figure 3. Mean temperature of the warmest month in LGM as compared to recent past climate. Corresponding temperatures as given by proxy based reconstructions are denoted in the filled circles. Units are °C.

Figure 4. Mean temperature of the coldest month in MIS 3. Corresponding temperatures as given by proxy based reconstructions are denoted in the filled circles. Units are °C.

Proxy data are sparse which limits any profound evaluation of the model results. The single point of SST proxies at high latitudes in the Atlantic is in better agreement with the simulation than the corresponding agreement in LGM, however the comparison of terrestrial proxies with the regional climate model results shows that RCA3 is colder than recorded at the three available sites in the British Isles for the warmest month of the year (Fig. 5). This may indicate that summertime SSTs in parts of the North Atlantic are indeed too low. For all the other locations in western Europe the agreement between simulation and proxy data is reasonable and within the uncertainty ranges assigned to the proxies.

Figure 5. Mean temperature of the warmest month in MIS 3. Corresponding temperatures as given by proxy based reconstructions are denoted in the filled circles. Units are °C.

4. Concluding remarks
RCA3 is able to reproduce climates very different from today. The results are in broad agreement with available proxy data and other climate model simulations. The resulting climate is in a qualitative agreement with the imposed extent of ice sheets and types of vegetation for the respective climate case. In particular we show that the results for the cold MIS 3 case are consistent with ice free conditions in south-central Fennoscandia. The results of the iterative simulations with the regional climate model and the dynamic vegetation model show that this is indeed a viable approach as the resulting vegetation is close to the vegetation in the LGM as estimated by other models and to the vegetation in MIS 3 as deduced from palaeo data.
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Coupling climate and crop models
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Global circulation models (GCM) are increasingly capable of making relevant predictions of seasonal and long-term climate variability, thus improving prospects of predicting impact on crop yields. This is particularly important for semi-arid West Africa where climate variability and drought threaten food security. Translating GCM outputs into attainable crop yields is difficult because GCM grid boxes are of larger scale than the processes governing yield, involving partitioning of rain among runoff, evaporation, transpiration, drainage and storage at plot scale. This study will analyze the bias introduced to crop simulation when climatic data is aggregated spatially or in time, resulting in loss of relevant variation. It will also show some downscaling perspectives and results from the AMMA program focused on the use of IPCC AR5 simulations to estimate future yields in West Africa.
Streamflow in the upper Mississippi river basin as simulated by SWAT driven by 20C results of NARCCAP regional climate models

E. S. Takle, M. Jha, E. Lu, R. W. Arritt, W. J. Gutowski, Jr., and the NARCCAP Team
Iowa State University, Ames, IA  50011 USA, gstakle@iastate.edu

1. Introduction
Major hydrological quantities in the Upper Mississippi River Basin (UMRB) in the last two decades of the 20C are evaluated with the Soil and Water Assessment Tool (SWAT) in comparison with observed streamflow. Inputs to SWAT are provided by the daily meteorological quantities from observed at weather stations in the basin and from daily meteorological conditions simulated by a subset of regional climate models reporting to the archive of the North American Regional Climate Change Assessment Program (NARCCAP, 2009) driven by reanalysis boundary conditions. Results show that regional models correctly simulate the seasonal cycle of precipitation, temperature, and streamflow within the basin. Regional models also capture interannual extremes represented by the flood of 1993 and the dry conditions of 2000.

2. Soil and Water Assessment Tool
The SWAT (Arnold and Fohrer, 2005) is a physically based, continuous time, long-term, watershed scale hydrology and water quality model. SWAT version 2005 was used for this analysis. Meteorological input to SWAT includes daily values of maximum and minimum temperature, total precipitation, mean wind speed, total solar radiation, and mean relative humidity. The hydrologic cycle as simulated by SWAT at the HRU level is based on the balance of precipitation, surface runoff, percolation, evapotranspiration, and soil water storage. SWAT takes total daily precipitation from models or observations and classifies it as rain or snow using the average daily temperature. When climate model output is provided, SWAT uses only total liquid precipitation and does its own partitioning to rain or snow. Snow cover is allowed to be non-uniform cover due to shading, drifting, topography and land cover and is allowed to decline non-linearly based on an areal depletion curve. Snowmelt, a critical factor in partitioning between runoff and baseflow, is controlled by the air and snow pack temperature, the melting rate, and the areal coverage of snow. On days when the maximum temperature exceeds 0ºC, snow melts according to a linear relationship of the difference between the average snow pack maximum temperature and the base or threshold temperature for snowmelt. The melt factor varies seasonally, and melted snow is treated the same as rainfall for estimating runoff and percolation. Further details can also be found in the SWAT User's manual (Neitsch et al., 2002).

3. Regional Climate Models
A preliminary analysis is presented of three regional climate models reporting to the NARCCAP archive: MM5I run at Iowa State University, RCM3 run by the University of California – Santa Cruz, and the WRFP model run at the Pacific Northwest National Laboratory. The 20C simulations of NARCCAP consist of simulations over North America for 1980-2004 driven by NCEP reanalysis data at lateral boundaries.

4. Preliminary Results
Mean monthly precipitation and streamflow (Fig 1) for these three models demonstrate skill in simulating seasonal distributions and also interannual variability.

Figure 1. RCM/SWAT simulations of a) temperature, b) precipitation, c) monthly streamflow, and d) interannual streamflow.
The models generally show a warm bias in summer for this region but lower bias in winter. By contrast, precipitation amounts simulated for winter are higher than observations, and the annual maximum generally occurs about one month earlier than is observed. The spring-to-summer decrease in precipitation is more abrupt in the models than in observations.

The delayed peak in seasonal precipitation in the models leads to a delayed seasonal peak in streamflow as well, as shown in Fig. 1c. The range of results for streamflow is larger than the range in either temperature or precipitation. For instance if a model is both too warm and too dry it has two factors leading to a low simulations of streamflow.

All regional models capture two major features of the interannual variability that occurred during the period of 1980-2004. The major flood of 1993 was the dominant hydrological feature of this region over the period simulated. Individual models have systematic biases over the entire simulated record, but all capture the flood of 1993, albeit with reduced or amplified (depending on bias) difference from the long term mean. All models also capture the weaker extreme dry period of 2000, although with less distinctiveness than the flood year. Small interannual variations are simulated differently by individual models, with some showing much less variability, particularly in the first half of the record.

5. Future Results

SWAT simulations with results of additional NARCCAP models are in progress and will be reported at the workshop.

6. Acknowledgement

We acknowledge the North American Regional Climate Change Assessment Program (NARCCAP) including the climate modeling groups and the NCAR/LLNL archiving teams (http://www.narccap.ucar.edu/about/participants.html) for providing the data used in this publication. NARCCAP is funded by the US National Science Foundation, US Department of Energy, the National Oceanic and Atmospheric Administration (NOAA) and the U. S. Environmental Protection Agency Office of Research and Development. Partial support for this work was provided by USDA National Research Initiative Grant #20063561516724.

References


Dynamical downscaling of urban climate using CReSiBUC with inclusion of detailed land surface parameters
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1. Introduction

Recently, a sense of impending crisis for the global warming came to be realized, and the social needs for the concrete description of future climate has been increasing. Regional climate model (RCM) might be indispensable on predicting detailed characteristics of climate change. Although RCMs have accomplished remarkable development in recent years, the requirement from user side on the resolution and the accuracy has been increasing more and more. Thus, there is still a gap between precision realized by models and that required from users.

The research project of S-5-3 "Multi-model ensemble and downscaling for global warming impact assessment study" is an ongoing project under the global environment research fund of Japanese Ministry of Environment. The final goal of S-5-3 is to provide the detailed and reliable future climate scenario around Japan for climate change impact assessment community. Since most of populations are concentrated in the city area, concrete description of future urban climate is an important issue. In this study, dynamical downscaling is performed by the non-hydrostatic meteorological model CReSiBUC (Moteki et al., 2005) to include the effect of urban area as realistically as possible.

Figure 1. Coupled model of CReSS and SiBUC.

2. CReSiBUC

Figure 1 shows a schematic image of a coupling of the non-hydrostatic meteorological model CReSS (Cloud Resolving Storm Simulator) and the precise land surface model SiBUC (Simple Biosphere including Urban Canopy). The CReSS is a non-hydrostatic meteorological model developed in Hydrospereal Atmosphere Resarch Center, Nagoya University (Tsuboki and Sakakibara, 2002). The CReSS has a high calculation efficiency that satisfies a condition to use the "Earth Simulator," which is one of the fastest super computers in the world. The SiBUC is a land surface processes model developed in Water Resources Research Center, Disaster Prevention Research Institute, Kyoto University (Tanaka, 2004). The SiBUC calculates surface fluxes and related hydrological quantities considering detailed processes. In the normal CReSS, the land surface processes are calculated with empirical constant values of albedo, evaporation efficiency, and roughness for simplifying calculations. To the contrary, the SiBUC calculates budgets of radiation, heat, water, and momentum while changing parameters for the surface condition. For example, for an urban area in the SiBUC, irregularity associated with buildings is considered on the basis of the urban canyon concept. As shown in Figure 2, roof height distribution in one model grid cell can be directly incorporated as geometrical information of urban area. Additionally, the SiBUC adopts a "mosaic" approach. In case that a horizontal grid of the CReSS is including a number of various land use categories, values on each category are calculated and a value averaged for these is returned to the CReSS. This mosaic scheme is an effective facility especially for the domain where multiple artificial land use categories of urban, paddy, etc. are mixed as like Japan.

Figure 2. Roof height distribution in urban canopy.

3. Land Surface Parameters

Various kind of land surface information must be prepared to enable the realistic setting of land surface condition. As for landuse and soil type, 100m resolution datasets are provided from National and Regional Planning Bureau in MLIT (http://nlftp.mlit.go.jp/ksj/). SPOT VEGETATION Products (http://free.vpt.vito.be) are utilized for time-varying vegetation parameters in 1km resolution. Tokyo Metropolitan Government Office has established the precise GIS database of urban geometrical information. Figure 3 is an example of building floor number dataset for Shinjuku area (about 5km x 5km area). As seen from this figure, this is a vector data of individual buildings. This information is converted into roof height distribution in each model grid. Owing to this kind of precise information, spatial distribution and its typical diurnal cycle of anthropogenic heat can be estimated following the method of Senoo et al.(2004). Figure 4 shows the spatial distribution of anthropogenic heat around Tokyo at 12JST.

4. Initial and Boundary Conditions

In this S-5-3 project, dynamical downscaling of urban climate is executed only for the summer season (July and August). Then, initial condition of land surface state variables (especially soil wetness) is a big issue when accounting for the effect of the inter-annual variability (wet summer & dry summer). Although there are numerous surface weather observation sites in Japan, few observe the state of the land surface. We have developed a
land data assimilation system (LDAS) to initialize the spatial distribution of the land surface state for short-term weather prediction (Souma et al., 2008). In this study, the offline simulation of this LDAS was performed using the model grid of CReSiBUC to get the initial land surface states (soil wetness, temperature, etc.). As shown in Figure 5, different values of initial soil wetness are adopted for each year in this downscaling experiment.

![Figure 5. Spatial distribution of initial soil wetness for July 1st (left:2003, right: 2004).](image)

Since Japan is surrounded by sea and most of the big cities are located near sea shore, land-sea breeze plays an important role for the urban climate. Land-sea breeze is driven by the contrast of land and sea surface temperature. Sea surface temperature (SST) can be predicted by the water body model in SiBUC. As for initial SST, Pathfinder ver5 monthly 4km resolution product is provided from NASA (http://podaac-www.jpl.nasa.gov). In this way, different values of initial SST are also adopted for each year in this downscaling experiment. As for the initial and lateral boundary conditions for atmospheric variables, meso-scale analysis product (MANAL) is provided from JMA with 6 hour interval and 10km resolution. Considering the computational load, horizontal grid number is selected as 103 x 103 with 2km resolution. The model domain should include most part of densely populated area and enough sea area for land-sea breeze. As a result, model domain was selected as Figure 5 (center: N35.4, E140.4, projection: Lambert).

![Figure 6. Surface air temperature on hottest day (2003 Aug 14th, 14JST).](image)

5. Results

Figure 6 shows the spatial distribution of surface air temperature at 14JST on 20th July 2004, the hottest day during the simulation period. The air temperature at Nerima reaches to 39 degrees Celsius, that is coincides with observation.
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Impact of megacities on the regional air quality: A South American case study
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1. Introduction

Natural as well as anthropogenic emissions determine the aerosol and chemical composition of the atmosphere. This has a major impact on cloud formation, on the hydrological cycle and on air quality. In many South American regions the effects of megacities - such as São Paulo, Buenos Aires, etc. - are crucial and have an impact on a regional scale. In other regions the emissions are dominated by natural sources as well as by land-use change and biomass burning. The goal of the study is to estimate the impacts of different emission sources on the regional air quality.

In South America the Andes have a significant influence on the atmospheric circulation and on the transport of chemical species, because of the pronounced orographic features. An adequate representation of the Andes within a climate model is only possible with the relatively high horizontal resolution of a regional climate model. The high resolution is also needed to resolve the megacities with their highly concentrated emissions and the corresponding chemical reactions.

2. The regional model REMO including online chemistry and tracer transport

In this study the newest operational version of the regional climate model REMO (Jacob et al., 2001, 2007) is used including on-line chemistry and tracer transport. The chemistry module is based on the second generation Regional Acid Deposition Model (RADM2) (Stockwell et al., 1990).

The model calculates the meteorological processes directly together with photochemistry and tracer transport. The advantage over off-line chemistry-transport models – which are driven by the, e.g., hourly output from a meteorological model – is the direct coupling of meteorological and chemical fields, which both are available for each model timestep.

In the current model setup, the atmospheric mechanisms influence the chemical mechanism and the tracer transport, while there is no feedback from chemistry and tracer concentrations onto the atmospheric properties and processes (see Fig 1).

Fig 1. REMO with chemistry and tracer transport

The advantage of this setup is that different case studies, e.g., with modified emission inventories, are subject to exactly the same meteorological conditions. Differences in resulting trace gas concentrations can be attributed to the chemical mechanism and to the modifications made, e.g., to the emission inventory.

3. Boundary data

Boundary and initial data for the chemical species concentrations is provided by global model output from the Model for Ozone and Related Chemical Tracers (MOZART) (Kinnison et al., 2007). Anthropogenic emission data and fire emission data is taken from the REanalysis of the TROpospheric chemical composition over the past 40 years (RETO) emission database (e.g., Schultz et al., 2008).

Meteorological boundary conditions are provided by ERA-40 re-analysis data (Uppala et al., 2005).

4. Model simulations

In order to assess the impact of the different emission sources, several model runs are performed in a case study for the year 2000. They include the full chemistry and tracer transport and are embedded in a hindcast which comprises the whole ERA-40 period for meteorology only.

A so called reference run includes the full emission inventory, natural as well as anthropogenic emissions. In two sensitivity runs the emissions from different sources are modified.

Emissions from eight megacities (cities with more than five million inhabitants) are reduced by 90% in the first sensitivity run (denoted as reduced megacity emissions run). In the second sensitivity run, denoted as no-fires run, fire emissions are removed from the emission inventory. In a comparison, the impact of the different emission sources on the regional air quality is obtained.

5. Results

As an example, results from two sensitivity runs are shown for the simulated April 2000. As April is not part of the main fire season, the impact of the fire-emissions is relatively low, compared to the maximum fire impact of the year.

In Figure 2 the maximum weighted difference between the sensitivity runs and the reference run of near surface CO concentrations (lowest model layer) is shown for the reduced megacity emissions run. Figure 3 shows the maximum weighted difference of CO concentrations for the no-fires run. This gives an impression of the extent of air pollution episodes originating from megacities compared to fire emissions and shows which regions are affected.

As South American megacities are located mainly in coastal regions, pollution can be transported long distances over the ocean. This is shown for Buenos Aires where the CO pollution plume reaches far over the southern Atlantic with a relative impact (i.e., the increase from the reduced megacity emissions to the reference case) of more than 10%.
We see that coastal regions are more affected by megacities than by the fires in the southern part of South America. The impact of Santiago de Chile, e.g., can reach up to the coast of Peru, although it is simulated to be less than 10% at maximum at the coast of southern Peru.

The impact of fire emissions in the Amazon region does hardly reach the coastal areas while large parts of northern Argentina, Paraguay and parts of Brazil and Bolivia are affected by more then 20% by fire emissions.

6. Conclusions

Our results suggest that during a one month time period air pollution episodes caused by megacities can affect areas on a continental scale. They affect especially the relatively high populated coastal regions of South America.

In April 2000, the fire emissions are relatively low, but produce an impact area of comparable size to the impact area of megacity emissions, which is mostly located away from coastal regions.

During the fire-season, the fire impact area is much larger, while the impact of the megacity emissions on air quality is of the same magnitude (not shown).

Further research will lead to a deeper understanding and quantification of the impact of the different emission sources on regional air quality.
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Validation of RCM simulations using a conceptual runoff model
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1. Introduction

Hydrological modeling for climate change impact assessment implies simulations using temperature and precipitation series generated by climate models, e.g. regional climate models (RCMs). The ability to correctly reproduce current conditions provides confidence in the simulation of future scenarios. While simulated temperature and precipitation series can be compared directly to observations, we were in this study also interested in the combined effect on runoff simulations. In this study we, therefore, investigated how well current conditions were reproduced for both temperature, precipitation and runoff for 5 Swedish catchments.

A comparison of RCM control-run data with observations was performed for precipitation and temperature. Moreover, the runoff simulated with these time series has been compared with measured values. Reanalysis data was also included in the investigation for comparison.

2. Methods

The analysis has been performed for 5 Swedish catchments with areas of 150 to 300 km². These catchments, namely Östträsket (OST), Tännån (TAN), Fyrisån (FYR), Emån (EMA) and Rönne Å (RON), represent different typical climatic conditions and land-use types in Sweden (Fig. 1). RCM precipitation and temperature data from 16 different RCMs – all driven by ERA40 reanalysis data – were obtained from the ENSEMBLES EU project.

After comparing the results of each RCM with observed data in terms of accuracy and frequency of extreme events (Fig. 2), spatial and temporal differences were analyzed as well. For comparison, reanalysis data (ERA-MESAN, ERA-INTERIM) were also included.

In a second step, the best performing RCMs were picked for further hydrological investigations. The runoff in the study catchments was simulated with the conceptual runoff model HBV, forced by the RCM data as well as reanalysis time series. This approach is advantageous because hydrological effects of inaccuracies of simulated precipitation and temperature from the RCMs can be assessed. Furthermore, the catchment runoff integrates over a larger area which corresponds better to the RCM grid data than meteorological point measurements.
Impacts of vegetation on global water and energy budget as represented by the Community Atmosphere Model (CAM3)

Zhongfeng XU and Congbin FU
RCE-TEA, Institute of Atmospheric Physics, Chinese Academy of Sciences, Beijing, 100029, China, xuzhf@tea.ac.cn

1. Introduction
Vegetation exerts very important influences on the climate system through modifying momentum, energy, and water flux between land and air. Over the last decades many studies have been focused on the climatic impacts of vegetation over various regions such as the tropical forest (e.g., Dickinson and Henderson-Sellers, 1988), temperate forests and grasslands (e.g., Bounoua et al 2002; Fu, 2003), boreal forests (e.g., Bonan et al, 1992), and dry lands (e.g., Charney 1975; Xue, 1997). The previous studies showed that the effect of vegetation is different from place to place and from season to season. In a general sense how much the Earth’s climate depends on vegetation? This study is aiming to estimate the contributions of vegetation to global and regional hydrological cycle and land surface energy budget by using a community atmosphere model.

2. Model and experimental design
The model used is the NCAR community atmosphere model (CAM3) with the resolution T85 and 26 layers in the vertical. Two numerical experiments were performed. The first one, ctrl run, was integrated by using the standard vegetation type map supplied with the CLM distribution. In the second one, noveg run, the standard vegetation type map was replaced by bare ground. The soil color, percentages of lake and glacier in each gridcell were not changed. Each simulation is integrated 15 years with prescribed monthly varying SST forcing periodically. The first three years of the simulation were discarded for spin up.

3. Influence on global water and energy budget
The annual mean water and energy budget are shown in Figure 1 in which the bold fonts indicate the difference between the ctrl run and noveg run at the confidence level of 95%. In the ctrl run, land surface evapotranspiration and precipitation increase by 10.6% and 1.5%, respectively, indicating an enhanced water exchange between land and atmosphere when the vegetation is included. Meanwhile the runoff reduces by 13.2% due to the enhanced evapotranspiration. The atmospheric precipitable water content increases by 1.5% over land. In addition, the evaporation significantly reduces by 1.1% over the oceans (Fig. 1a).

The land-surface energy balance is also widely influenced by vegetation (Fig. 1b). In the ctrl run, the reflected solar radiation decreases by 6.7%, while the incident solar radiation decreases only 0.6%, indicating a reduced land surface albedo. As a result, there is a 1.3% increase in the solar radiation absorbed by the continents (Fig. 1b). The decrease of incident solar radiation suggests the increase of cloud albedo associated with the increasing precipitation over the continents (Fig. 1a). The net longwave radiation at land surface decreases by 3.6%, although the incident and reflected longwave radiations both show a slight decrease (0.1% and 0.8%, respectively). The increasing land-surface evapotranspiration leads to a considerable increase in the latent heat flux (7.9%). However, no significant change can be found in the sensible heat flux between the ctrl run and noveg run. This is likely related to the following two effects of vegetation: (1) the inclusion of vegetation leads to an increase in net solar radiation due to the reduced land-surface albedo and a decrease in net longwave radiation at land surface, which tends to increase the land surface temperature. (2) On the other hand, the presence of vegetation leads to a considerable increase in evapotranspiration which tends to decrease the land surface temperature. In this case, the annual mean global land-surface temperature doesn’t show significant difference between the ctrl run and the noveg run because two effects are largely offset with each other. Thus the influence of vegetation on annual and global mean sensible heat flux appears to be insensitive. However, the relative contributions of two effects of vegetation to surface temperature vary with time and space, therefore substantial difference of sensible heat flux can still be found in some latitudes.

4. Hydrological cycle and energy budget in different latitudes
To examine the effects of vegetation on land surface energy and water budget in different latitudes, Figure 2 shows the zonal mean differences of some key variables between the ctrl run and noveg run as a function of
Vegetation plays different roles in different latitudes. In the tropical zone, the inclusion of vegetation reduces the heating of land surface, which stabilize the troposphere and therefore leads to less convective precipitation. In the middle latitudes of around 50°N, the effect of vegetation help to enhances the summer evapotranspiration and precipitable water over land, which brings air closer to saturation and therefore closer to precipitation.

Figure 2. The zonal mean differences of (a) land surface sensible heat flux, (b) absorbed solar radiation, (c) surface air temperature, (d) Evapotranspiration, (e) precipitation, and (f) runoff between the ctrl run and noveg run in July. Unit: (a, c) in W m\(^{-2}\), (b) in °C, (d, e, f) in mm month\(^{-1}\). The open circles indicate the latitudes where the difference is significant at the 95% confidence level.
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