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Summary
The combined future impacts of climate change and industrial and agricultural practices in the Baltic Sea

catchment on the Baltic Sea ecosystem were assessed. For this purpose 16 transient simulations for 1961-2099
using a coupled physical-biogeochemical model of the Baltic Sea have been performed. Four climate scenarios were
combined with four nutrient load scenarios ranging from a pessimistic business-as-usual to a more optimistic case
following the Baltic Sea Action Plan (BSAP). In this study we focussed on annual and seasonal mean changes of
ecological quality indicators describing the environmental status of the Baltic Sea. In correspondence with earlier
studies we found that the impact of changing climate on the Baltic biogeochemistry might be significant. Assuming
reference loadings the water quality in all climate scenarios is reduced at the end of the century. The impact of
nutrient load reductions according to the BSAP will be less effective in future climate compared to present climate.
However, the results of the pessimistic business-as-usual scenario suggest that policy makers should act to avoid
much worse environmental conditions than today.

Sammanfattning
Den kombinerade framtida inverkan p̊a Östersjöns ekosystem fr̊an klimatförändring, jordbruk och industri i

Östersjöns avrinningsomr̊ade har analyserats. För detta syfte har 16 transienta simuleringar utförts för perioden
1961-2099 med en kopplad fysisk-biogeokemisk modell för Östersjön. Fyra klimatscenarier kombinerades med fyra
scenarier för olika tillförslar av näringsämnen. Dessa varierade fr̊an ett pessimistiskt scenario där verksamhet
i jordbruk och industri fortsätter att utvecklas utan sammanfallande renings̊atgärder, till ett mer optimistiskt
scenario där reduceringar enligt Aktionsplanen för Östersjön (BSAP) genomförs. I denna studie har vi fokuserad
p̊a förändringar av års- och säsongsmedelvärden av ekologiska kvalitetsindikatorer som beskrivning av Östersjöns
miljöstatus. I enighet med tidigare studier fanns att effekten p̊a Östersjöns biogeokemi fr̊an en klimatförändring
är signifikant. Vid antagande om samma näringstillförsel i framtiden som idag fanns att vattenkvaliteten vid
slutet av århundradet var försämrad i alla klimatscenarierna. Inverkan av åtgärder enligt BSAP kommer att vara
mindre effektiva i ett framtida klimat jämfört med dagens klimat. Resultaten fr̊an det mer pessimistiska sceneriet
indikerar dock betydelsen av åtgärder med näringsreduceringar för att inte förvärra dagens miljöstatus i Östersjön.





1. Introduction

Regional climate modeling results suggest that global
warming may cause increased water temperatures and
reduced sea ice cover combined with eventually in-
creased wind speeds and eventually increased river runoff.
The projected hydrographic changes could therefore
have significant impacts on the marine ecosystem. To
estimate these effects and to calculate the impact of nu-
trient load reductions in future climate an ensemble of
model simulations for the period 1961-2099 were carried
out. Ensemble simulations are necessary to quantify
uncertainties that might limit the predictability. Un-
certainties are caused by biases of global climate and
regional coupled climate-environmental models of the
Baltic Sea and by unknown socio-economic future de-
velopments with impact on greenhouse gas emissions
and nutrient loadings from land. In this study, agree-
ment and disagreement of the simulated changes were
assessed from the statistics of the ensemble of 16 sce-
nario simulations.

Regionalized data from four scenario simulations
driven by two General Circulation Models (GCMs)
and two greenhouse gas emission scenarios (A1B, A2)
were used to force a state-of-the-art coupled physical-
biogeochemical model of the Baltic Sea, the Swedish
Coastal and Ocean Biogeochemical model coupled to
the Rossby Centre Ocean circulation model (RCO-
SCOBI). These four climate scenarios were combined
with four nutrient load scenarios: a reference scenario
assuming present-day nutrient concentrations in the
rivers, a pessimistic business-as-usual scenario assum-
ing an exponential growth in agriculture in all Baltic
Sea countries, a scenario of riverine nutrient loads and
atmospheric deposition according to current legislations
and the more optimistic case following the Baltic Sea
Action Plan (BSAP).

The results of this study will contribute to the Ecosys-
tem Approach to Management (EAM) tool to be de-
veloped within the ECOSUPPORT project (Advanced
modeling tool for scenarios of the Baltic Sea ECOsys-
tem to SUPPORT decision making, http://www.baltex-
research.eu/ecosupport). ECOSUPPORT addresses the
urgent need for policy-relevant information on the com-
bined future impacts of climate change and industrial
and agricultural practices in the Baltic Sea catchment
on the marine ecosystem. The main aim is to provide a
multi-model system tool to support decisison makers.

In the next section the method of the dynamical
downscaling approach and the models are briefly in-
troduced. In the third section results of annual and
seasonal mean changes of atmospheric, hydrological and
oceanographic key parameters including ecological qual-
ity indicators are presented and discussed. Finally, some

conclusions of the study are highlighted.

2. Methods

2.1. Model overview

We have used the three-dimensional circulation model
RCO, the Rossby Centre Ocean model. RCO is a
Bryan-Cox-Semtner primitive equation circulation model
with a free surface and open boundary conditions in
the northern Kattegat. In case of inflow prognostic
variables like temperature, salinity and nutrients are
nudged towards climatologically annual mean profiles
calculated from observations of present climate and are
not adjusted to future climate. In case of outflow a Or-
lanski radiation condition is used. RCO is coupled to
a Hibler-type sea ice model with elastic-viscous-plastic
rheology. Subgrid-scale vertical mixing is parameterized
using a turbulence closure scheme of the k-ε type. In
the present study, RCO was used with a horizontal res-
olution of 3.7 km (2 nautical miles) and with 83 vertical
levels with layer thicknesses of 3 m. A flux-corrected,
monotonicity preserving transport (FCT) scheme is em-
bedded and no explicit horizontal diffusion is applied.
For further details of the RCO model the reader is ref-
ered to Meier [2001], Meier et al. [2003] and Meier
[2007].

The Swedish Coastal and Ocean Biogeochemical model
(SCOBI) is coupled to the physical model RCO. SCOBI
describes the dynamics of nitrate, ammonium, phos-
phate, phytoplankton, zooplankton, detritus, and oxy-
gen. Here, phytoplankton consists of three algal groups
representing diatoms, flagellates and others, and cyano–
bacteria. Besides the possibility to assimilate inorganic
nutrients the modelled cyanobacteria also has the abil-
ity to fix molecular nitrogen which may constitute an
external nitrogen source for the model system. The sed-
iment contains nutrients in the form of benthic nitro-
gen and benthic phosphorus including aggregated pro-
cess descriptions for oxygen dependent nutrient regen-
eration, denitrification and adsorption of ammonium to
sediment particles, as well as permanent burial of or-
ganic matter. For further details of the SCOBI model
description the reader is refered to Eilola et al. [2009]
and Almroth-Rosell et al. [2011].

Four climate change scenario simulations have been
performed. The forcing was calculated applying a dy-
namical downscaling approach using a regional climate
model (RCM) with lateral boundary data from two
General Circulation Models (GCMs). The two GCMs
used were HadCM3 from the Hadley Centre in the U.K.
and ECHAM5/MPI-OM from the Max Planck Insti-
tute for Meteorology in Germany. For each of these
two driving global models scenario simulations forced
with either the A1B or the A2 emission scenario were
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conducted.
Future projections refer to a period at the end of

this century (2070-2099). Annual and seasonal mean
changes were calculated from the differences between
the periods 2070-2099 and 1969-1998. For further de-
tails of the downscaling method and the quality of the
atmospheric forcing the reader is refered to Meier et al.
[2011b]. In contrast to the earlier studies by Meier
[2006] and Meier et al. [2011a] no bias correction of the
atmospheric forcing was applied. An exception is the
wind speed. Following Höglund et al. [2009] wind speed
is modified using simulated gustiness to improve wind
speed extremes [Meier et al., 2011b].

For the scenario simulations runoff and the sea sur-
face height (SSH) at the open boundary of the regional
RCO domain were estimated from atmospheric surface
parameters. The method used in order to compute
the SSH at the Kattegat boundary is very close to the
method suggested by Gustafsson and Andersson [2001],
except that the locations used to calculate the atmo-
spheric pressure gradient are changed to provide a bet-
ter fit with the SSH observed in Kattegat during the
period for which measurements are available.

Runoff is computed based on precipitation and evap-
oration over the Baltic Sea drainage basin in the re-
gional climate model, and a simple statistical correla-
tion is used.

2.2. SSH at the open boundaries

SSH in Kattegat is estimated from a meridional at-
mospheric pressure gradient ΔP , taken as the difference
of atmospheric pressure between two grid points located
in the Netherlands and Norway. ΔP is computed on
daily average basis. Thus, ΔPn and ΔPn+1 are defined
as the meridional pressure gradients at day n and day
n + 1, respectively. The SSH η at day n is calculated
from

η(n) = αΔP (n) + βΔP (n − 1) . (1)

The coefficients α and β are computed using a sim-
ple optimisation method in order to get the best pos-
sible fit to sea level observations in Smögen located at
the Swedish west coast. For the optimisation procedure
atmospheric pressure data from the Rossby Centre At-
mosphere model (RCA) driven with ERA40 re-analysis
data at the lateral boundaries [Samuelsson et al., 2011]
are used. This approach provides a good correlation
of calculated and observed SSHs, but the calculated
standard deviations are too small compared to obser-
vations. The probability density function shows that
positive extremes of SSH are underestimated (Fig. 1).
These extremes are essential for salt water inflows into
the Baltic Sea. On the other hand, the method overes-
timates small positive SSH values.

Figure 1. Probability density function of the sea sur-
face height (in cm) in Kattegat: observations from
Smögen (black line) and calculated values (blue line).

If the calculated SSH is used as forcing for the Baltic
Sea model, the overall salinity of the Baltic Sea will de-
crease to too small values on a short time scale. We
suspect that this shortcoming of the estimated SSH is
related to underestimated atmospheric depressions in
RCA causing an underestimation of the meridional pres-
sure gradient variability.

In order to overcome this problem, estimated SSH
data are bias corrected using statistical information
from the observations. ηsim(n) and ηobs(n) are descrete
values of simulated and observed SSH for a given pe-
riod of time containing N time steps (1 ≤ n ≤ N).
Further, O(ηsim(n)) and O(ηobs(n)) are defined as the
sorted discrete functions corresponding to ηsim(n) and
ηobs(n), respectively. A third function F is defined by
the relation

O(ηobs(n)) = F [O(ηsim(n))] (2)

F is unknown, but can be calculated from the rela-
tion of O(ηsim(n)) and O(ηobs(n)) using a polynomial
function as approximation. We chose a 3rd order poly-
nomial function with coefficients estimated from a sim-
ple optimisation method. Figure 2 shows O(ηsim(n))
against O(ηobs(n)) when F is used or not used demon-
strating the improvement from a statistical perspective.

Once F is estimated, the bias corrected ηsim(n) is
given as

ηsim−corr(n) = F [ηsim(n)] . (3)

The variability of ηsim−corr(n) is much closer to that
of ηobs(n) and the correlation between estimated and
observed SSH is slightly larger. Using ηsim−corr(n) in-
stead of ηsim(n) as forcing at the lateral boundary in
Kattegat improves the simulated Baltic Sea salinity dur-
ing present climate. Figure 3 shows that the agreement
between the probability density functions of the recon-
structed and corrected SSH and the observations is very
good.
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Figure 2. Reconstructed sorted sea surface height
against observed sorted sea surface height (in cm). The
upper and lower panels show the relationship between
the two sea surface heights when F is not used and when
it is used, respectively.

Figure 3. Probability density functions of the recon-
structed and statistically corrected sea surface height
(blue line) and of the observations (black line) (in cm).

In the transient simulations we applied the statisti-
cally correction both in past and future climates assum-
ing that the statistical relationship will not change with
time.

2.3. Runoff

In the transient simulations the runoff is estimated
from the net water budget (precipitation minus evap-
oration) over the Baltic drainage area simulated with
RCA using a statistical method. Thus, we assume that
the net water budget in the scenario simulations is re-
alistically simulated. Indeed, only the variability of an-
nual mean runoff anomalies is calculated allowing a bias
correction of the annual mean runoff. We do not con-
sider changes of the seasonal cycle of the runoff.

Our method assumes that the annual mean runoff
from a given drainage area p during the year n is cor-
related with the net water budget anomaly (in %) over
this given water area during the given year and the one
before:

Rp,n = bpBp,n−1 + apBp,n (4)

in which Rp,n is the runoff for the year n and for the
drainage area p. Bp,n is the net water budget (precipi-
tation minus evaporation) anomaly for year n and area
p. Finally, bp and ap are two coefficients. The statistical
model is constrained for present climate when observa-
tions of the annual mean runoff anomaly are available.
bp and ap are determined using an optimisation method.

Five different sub-basins are considered, i.e. Both-
nian Bay, Bothnian Sea, Gulf of Finland, Baltic proper
and Kattegat. For each of the sub-basins the inter-
annual variability of the runoff is computed based on
the above mentioned method. A climatological mean
seasonal cycle is calculated for each sub-basin which
does not change in future climate. This assumptions
is very likely not true but changes of the seasonal cy-
cle have only a small impact on the large-scale salinity
distribution in the Baltic Sea.

The correlation coefficients are determined during
1980-2006. Thus, the statistical model is validated dur-
ing 1960-1979 when both runoff observations and simu-
lation results from RCA driven by ERA40 are available.
Figure 4 shows the results of the statistical model for
1960-2006. The results are satisfactory except for the
Gulf of Finland and the Gulf of Riga. The annual vari-
ability is fairly well reproduced for the entire Baltic Sea
although it is obvious that the standard deviation of
the re-constructed runoff is smaller than the standard
deviation of the observations.

Depending on the scenario simulation this method
suggests an increase of the total runoff between 17 and
23% at the end of the century (see Section 3). It is
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assumed that the statistical relationship between runoff
and precipitation minus evaporation does not change in
time. However, biases of precipitation and evaporation
may affect the estimated runoff changes.

BB, r2 =
0.44

BS, r2 =
0.36

GF, r2 = 0.1

GR, r2 =
0.01

BP, r2 = 0.4

Total, r2 =
0.4

Figure 4. Interannual variability of observed (solid
line) and reconstructed (dashed line) annual mean
runoff (in m3 s−1) in different sub-basins of the Baltic
Sea and correlation coefficients (BB = Bothnian Bay,
BS = Bothnian Sea, GF = Gulf of Finland, GR = Gulf
of Riga, BP = Baltic proper, Total = Baltic Sea with
Kattegat).

2.4. Nutrient loads scenarios

Nutrient loads from rivers are calculated from the
product of the nutrient concentration and the volume
flow following Eilola et al. [2009] and Meier et al.
[2011a]. The volume flow changes in the scenarios sim-

ulations as outlined in the previous Section 2.3. For the
nutrient concentrations four scenarios are considered:

• REFerence (REF): current loads from rivers and
current atmospheric deposition (see Eilola et al.
[2009]),

• Current LEGislation (CLEG): loads from rivers
according to legislation on sewage water treat-
ment (EU wastwater directive) and 25% reduction
of atmospheric nitrogen,

• Baltic Sea Action Plan (BSAP): reduced river
loads following HELCOM [2007] and 50% reduced
atmospheric deposition,

• Business As Usual (BAU): business as usual for
loads from rivers assuming an exponential growth
of agriculture in all Baltic Sea countries following
HELCOM [2007] and current atmospheric depo-
sition.

A summary of the nutrient load scenarios can be found
in HELCOM [2007] based upon Wulff et al. [2007] and
Humborg et al. [2007].

These scenarios are combined with the future IPCC
scenarios A1B and A2 using two regionalizations driven
by HadCM3 (reference version) and ECHAM5/MPI-
OM (henceforth short ECHAM5) each. Thus, the atmo-
speric and hydrological forcing for RCO-SCOBI is cal-
culated from RCAO-HadCM3-A1B, RCAO-ECHAM5-
A1B 3, RCAO-ECHAM5-A1B 1 and RCAO-ECHAM5-
A2. For ECHAM5-A1B two realizations of the emission
scenario A1B (ECHAM5-A1B 1 and RCAO-ECHAM5-
A1B 3) with differing initial conditions in year 2000 are
used.

For the transient scenario simulations the future nu-
trient input into the Baltic Sea is represented by piece-
wise linear ramp functions. We run RCO-SCOBI until
the end of 2007, ramp to the end of 2020 and then use
constant nutrient concentrations in river runoff accord-
ing to BSAP, CLEG and BAU (for REF the nutrient
concentrations are constant with time). Coastal point
sources are lumped into the river loads. The same func-
tional form will be used for the atmospheric deposition
of nutrients.

The averaging period for the reference river load con-
centration is 1995 - 2002. This excludes some abnor-
mal years in the early 2000s. Load changes are ap-
plied on the total loads (not only on bioavailable frac-
tions). Table 1 shows the nutrient load changes be-
yond the year 2020 calculated with the coupled physical-
biogeochemical model BALTSEM from the Baltic Nest
Institute.

In all scenario simulations lateral boundary condi-
tions in the Skagerrak are unchanged.
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Table 1. Scenarios of nutrient load changes in % per sub-basin (KT = Kattegat, DS = Danish Straits, BP =
Baltic proper, BS = Bothnian Sea, BB = Bothnian Bay, GR = Gulf of Riga, GF = Gulf of Finland). Coastal
point sources are included in the riiver loads.

KT DS BP BS BB GR GF Sum
BSAP N -30.0 -32.7 -25.6 0.0 0.0 0.0 -5.6 -17.5
BSAP P 0.0 0.0 -56.9 0.0 0.0 -17.9 -23.0 -35.1
CLEG N -0.1 -0.3 -4.4 0.0 0.0 0.0 -5.3 -2.9
CLEG P 0.0 0.0 -20.1 0.0 0.0 -15.3 -15.1 -14.7
BAU N 0.0 0.0 62.6 0.0 0.0 62.6 62.6 44.1
BAU P 0.0 0.0 46.1 0.0 0.0 46.1 46.1 37.0

2.5. Analysis parameters

In this study we focus on annual and seasonal mean
changes of some physical parameters and ecological
quality indicators describing the environmental status
of the Baltic Sea like sea surface temperature (SST),
sea surface salinity (SSS), bottom salinity, sea sur-
face height (SSH), bottom oxygen concentration, sur-
face layer phosphate concentration, surface layer nitrate
concentration, surface layer diatom concentration, sur-
face layer concentration of flagellates and others, surface
layer cyanobacteria concentration, surface layer phyto-
plankton concentration, and Secchi depth. Phosphate,
nitrate, diatom, flagellates and others, cyanobacteria
and phytoplankton concentrations are vertically aver-
aged for the upper 10 m.

The Secchi depth (Sd) is calculated from Sd =
1.7/kd(m) where kd is the mean vertical attenuation
in the depth range 0-Sd. Factors controlling light at-
tenuation in the Baltic Sea model are the concentra-
tions of yellow substances, phytoplankton and detritus.
In the scenario simulations changes of the Secchi depth
are given by changing phytoplankton and detritus con-
centrations because yellow substances are assumed to
remain unchanged. The total phytoplankton concen-
tration is the sum of all three phytoplankton groups
and vertically averaged for the upper 10 m (in mg Chl
m−3). We assume the following carbon to chlorophyll
ratio C : Chl = 50 : 1 (mgC : mgChl).

In addition integrated pools of nutrients in the water
column and in the sediments, the ratio between nitro-
gen and phosphorus, hypoxic area and cod reproductive
volumes are analyzed.

From the atmosphere model we analyzed the fol-
lowing variables: 2 m air temperature, sea level pres-
sure (SLP), precipitation, total cloud cover, mean 10 m
wind speed and maximum estimated gust wind. RCA3
provides two different output parameters for wind ex-
tremes: the maximum 10 m wind speed and the max-
imum of estimated gust wind. The maximum 10 m
wind speed is calculated following the Monin-Obukhov
theorie and is interpolated from the lowest atmospheric
level (90 m) down to 10 m. The maximum estimated
gust wind is calculated from the turbulent kinetic en-

ergy (TKE) equation. Here the gust winds can propa-
gate down to the surface from all boundary layer levels
if the mixing is strong enough.

For both parameters the absolute maximum over the
output interval (3h) is stored while the internal time
step is 15 minutes for 25 km resolution (Samuelsson et
al. 2011). In general the estimated gust wind should be
stronger than the maximum 10 m wind speed.

We calculated the ensemble mean of all four climate
scenario simulations because the emission scenarios A2
and A1B do not differ substantially in ECHAM5 sce-
nario simulations. To characterize the ensemble spread
we calculated the difference between the maximum and
minimum values within the ensemble.

3. Results and discussion

3.1. Atmospheric forcing

3.1.1. Biases of atmospheric variables Biases
were calculated from the differences between the GCM
driven RCAO simulations during the control period
(December 1968 to November 1998) and the hindcast
simulation using RCA3 forced with ERA40. During
autumn and winter the 2 m air temperatures in all
three ECHAM5 driven simulations are too high (with
up to more than 2.5 ◦C) and too low in summer whereas
the biases in HadCM3 driven simulations are relatively
smaller except during spring when differences in the
northern Baltic Sea are larger than -3.5 ◦C (Fig. 5). In
all experiments the seasonal cycle over the northern part
of the Baltic Sea is too weak.

The corresponding SLP fields in ECHAM5 driven
simulations show a positive anomaly over northern
Scandinavia during all seasons except in summer (Fig. 6).
This pattern is only regional. According to Kjellström
et al. [2011], in winter all investigated regional climate
simulations are too zonal in parts of the North Atlantic
and European region. As a result of this SLP bias too
much mild and moist air is advected from the North
Atlantic in over Europe causing the overestimated 2 m
air temperatures in particular in ECHAM5 driven sim-
ulations.

Precipitation during summer is too low in all sim-
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ulations in particular over the Norwegian mountains
(Fig. 7). Precipitation in HadCM3 driven simulations
is reasonably close to the ERA40 driven hindcast ex-
periment.

In all experiments and during all seasons (except in
HadCM3 driven simulations in summer) cloud cover is
slightly overestimated (Fig. 8).

In all experiments the mean wind speed over the sea
in winter is underestimated whereas the wind fields over
land are relatively well simulated (Fig. 9). To the con-
trary, the largest differences of the maximum 10 m wind
speed appear along the coasts in most seasons with over-
estimations of more than 1 m/s (Fig. 10). Similar results
are found for the maximum of the estimated gust wind
fields (Fig. 11).

3.1.2. Projected changes of atmospheric vari-
ables The largest increases of the 2 m air temperature
are found in the northern Baltic Sea in particular during
winter and spring (Fig. 12). Surprisingly the largest in-
crease occur in the HadCM3 driven simulation with the
A1B greenhouse gas emission scenario and not in the
ECHAM5 driven simulation with the A2 emission sce-
nario. Meier et al. [2011b] showed that the warmer con-
trol climate in ECHAM5 driven simulations reduces the
ice-albedo feedback causing a smaller signal in changing
climate.

Despite of regional details and overall magnitude in
all experiments the SLP will get more zonal at the end
of the century. In high and low latitudes over the Baltic
Sea the SLP will decrease and increase, respectively
(Fig. 13)

The largest changes of precipitation occur over the
mountain areas (Fig. 14). We found similar patterns
of changing precipitation in HadCM3 and ECHAM5
driven simulations.

Cloud cover changes are small (Fig. 15). During
spring the cloudiness will slightly increase in ECHAM5
driven simulations. In the other seasons the cloudiness
will slightly decrease over the Baltic Sea which is a com-
mon signal in all scenario simulations.

Also the changes of the 10 m wind speed are small
(Fig. 16). Significantly increased wind speeds of about
1 m s−1 are found in RCAO-ECHAM5-A1B 1 and
RCAO-ECHAM5-A2 during winter and autumn. In
all simulations the maximum 10 m wind speed and the
maximum estimated gust wind increase with up to 1 m
s−1 in the Bothnian Bay and Gulf of Finland during
winter and spring (Figs. 17 and 18).

3.2. Hydrological forcing

Table 2 summarizes the total volume flows in present
and future climates calculated with the statistical model
(Section 2.3). For comparison the corresponding figures
from the hydrological model HYPE [Lindström et al.,
2010] are listed in Table 3. These figures are not used in

our simulations. In Figure 19 the absolute and relative
changes per sub-basin are shown. We found changes of
the total volume flows into the Baltic Sea between 4 and
22 % approximately. In the Baltic proper all changes are
positive except for the HYPE results driven by RCAO-
HadCM3-A1B. The changes are larger in the northern
sub-basins than in the southern sub-basins. Although
the changes of the statistical model (15 to 22 %) are
larger than in HYPE (4 to 13 %), the ratios between
the individual simulations are rather consistent within
the two approaches.

3.3. Biases and changes of ecological quality
indicators

3.3.1. Biases of the GCM driven simulations
Biases of the 12 selected parameters characterizing the
hydrographical and environmental status of the Baltic
Sea are shown in Figures 20 to 31. In the presented
analysis we focus on climatological mean differences be-
tween control and hindcast simulations. These biases
are induced by the shortcomings of the GCMs on the
regional scales.

Seasonal mean SST biases are smaller than 2◦C in
all regions (Fig. 20). Bias patterns are similar for all
ECHAM5 driven similations but differ substantially be-
tween the two models, ECHAM5 and HadCM3. The
latter result is illustrated by the large standard devi-
ation (not shown) and range of the ensemble spread
which locally exceeds 2◦C. In HadCM3 driven simula-
tions the SST biases are largest during summer with too
low and too high SSTs in the Bothnian Bay and west-
ern Gotland Basin, respectively. In the annual mean
SST biases are in most regions smaller than 0.5◦C. The
area averaged annual mean SST bias is close to zero. To
the contray, ECHAM5 driven simulations are systemat-
ically too warm, especially during winter. In large parts
of the model domain SST biases are larger than 1◦C. A
common bias in all GCM driven simulations is the too
high SST in the Gulf of Finland during autumn. This
bias is clearly visible in the ensemble mean.

In general, both SSS and bottom salinity biases are
positive in HadCM3 driven simulations and negative in
ECHAM5 driven simulations (Figs. 21 and 22). Espe-
cially in the southern Baltic proper SSS is too low in
ECHAM5 driven simulations. These deficiencies are ex-
plained mainly by shortcomings of the sea level in Kat-
tegat calculated from the RCM results (Section 2). A
common bias in all simulations is the overestimated SSS
in the Gulf of Finland. The ensemble spread is largest
in Kattegat and in the southern Baltic proper.

Similar results are found for bottom salinity biases
(Fig. 22). The uncertainty is largest in narrow bands
along the slopes. These areas correspond to the depth
interval of the halocline in the Gotland Basin and in the
Gulf of Finland in various control simulations. Biases
of the saltwater transport into the Baltic cause biases
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Table 2. Total volume flow (in m3 s−1) into the Baltic Sea (without Kattegat) in present and future climates
calculated with the statistical model (Section 2.3). For comparison, the observed total volume flow (without
Kattegat) for the period 1957-1990 amounts to 14,400 m3 s−1 [Bergström and Carlsson, 1994]. The latter figure
is used to calculate the biases.
Period HadCM3 A1B ECHAM5 A1B 3 ECHAM5 A1B 1 ECHAM5 A2
Mean 1957-1990 13,600 13,900 14,200 14,400
Mean 1971-2000 14,200 14,300 14,300 14,600
Mean 2070-2098 17,300 16,400 17,900 17,600
Bias 1957-1990 -800 -400 -200 50
Change 2070-2098 3,100 2,100 2,800 3,000
Change in % 22 15 20 20

Table 3. As Table 2 but for results of the hydrological model HYPE [Lindström et al., 2010].
Period HadCM3 A1B ECHAM5 A1B 3 ECHAM5 A1B 1 ECHAM5 A2
Mean 1957-1990 13,300 13,200 13,700 13,800
Mean 1971-2000 12,700 12,600 13,000 13,300
Mean 2070-2098 14,100 13,100 14,700 15,000
Bias 1957-1990 -1,100 -1,200 -700 -500
Change 2070-2098 1,300 500 1,700 1,700
Change in % 10 4 13 13

of the depth of the permanent halocline.
In all scenario simulations the west wind during au-

tumn and winter is underestimated causing large neg-
ative SSH biases especially in the eastern Baltic Sea
(Fig. 23). The ensemble spread is largest during sum-
mer.

Bottom oxygen concentration biases are explained by
biases of the vertical stratification. In HadCM3 driven
simulations the permanent halocline is shallower com-
pared to the location in the hindcast simulation causing
lower oxygen concentrations at the depth of the halo-
cline (Fig. 24). In ECHAM5 driven simulations the bot-
tom oxygen concentrations in areas along the western
slopes of the Northwestern Gotland Basin and along
the northern slopes of the Gulf of Finland are higher
than in the hindcast simulation because the halocline is
deeper located. Interestingly, bottom oxygen concentra-
tions along the slopes of the eastern Gotland Basin and
along the Bay of Gdansk are lower than in the hind-
cast simulation although the concentration biases are
not as large as in the HadCM3 driven simulation. Al-
though in ECHAM5 driven simulations the halocline in
the eastern parts of the Gotland Basin is deeper than
in the hindcast simulation the bottom oxygen concen-
trations are still lower than in the hindcast simulation.
We found in all climate simulations a slightly positive
bottom oxygen concentration bias in the Gotland Deep
area. The ensemble spread is largest in regions along
the slopes and in the Gulf of Finland. Despite of the
discussed shortcomings the biases are in all regions and
during all seasons generally smaller than 1 ml l−1.

In the HadCM3 driven simulation we found a pro-
nounced positive bias of surface phosphate concentra-

tion in the entire Gulf of Finland (Fig. 25). In ECHAM5
driven simulations positive biases are found in the east-
ern Gotland Basin, in the Gulf of Riga and in the east-
ern part of the Gulf of Finland. The spread of the biases
is largest in the Gulf of Riga, in the southern Gotland
Basin and in the Gulf of Finland.

In all climate simulations we found a pronounced
negative bias of surface nitrate concentration in the
Gulf of Riga and in the eastern Gotland Basin along
the coasts (Fig. 26). The differences between the bi-
ases are largest in the Gulf of Riga and in the coastal
regions of the Baltic proper where the mouths of im-
portant rivers are located. Perhaps shortcomings of the
calculated volume flow from land explain the negative
biases in surface nitrate concentrations. Note that the
runoff variability in the Gulf of Riga calculated with the
statistical model has low quality.

Biases of surface concentrations of diatoms, flagel-
late and others, and cyanobacteria are in the range of
± 0.5 mg Chl m−3 (Figs. 27 to 29). Bias patterns of
phytoplankton concentrations are similar compared to
the corresponding patterns of the concentrations of flag-
ellates and others. Thus, in the biogeochemical model
the response of the various algal groups to forcing biases
are dominated by flagellates and others which are most
sensitive to temperature changes.

In all simulations the biases of the climate simula-
tions cause increased cyanobacteria blooms during au-
tumn with maxima along the coasts of the eastern Got-
land Basin and in the Gulf of Finland (Fig. 29). How-
ever, in these regions the uncertainties of the biases
within the ensemble are largest as well.

We found a positive ensemble mean bias of Secchi
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depth in the central Baltic proper and negative biases
along the coasts in the Gotland Basin and in the Kat-
tegat (Fig. 31). Typical values of ensemble mean biases
of Secchi depth amount to ± 0.5 m. The differences
between biases are largest in the coastal zone along the
Baltic proper and amount to ± 1 m at maximum.

3.3.2. Changes of nutrient pools, hypoxic ar-
eas and cod reproductive volumes In all scenario
simulations the volume averaged water temperature in-
creases with time as a response of the increased air tem-
perature and the volume averaged salinity decreases as
a response of the increased runoff during the 21st cen-
tury (Fig. 32). During the control period volume aver-
aged salinities in the ECHAM5 driven scenario simula-
tions are too low compared to observations indicating
too low salt water inflows (Fig. 22). To the contrary, in
the HadCM3 driven scenario simulation the volume av-
eraged salinity is too high indicating an overstimation
of salt water inflows.

After the spinup of about 10 years DIN is constant
during the control period. After 2007 DIN increases in
the scenario simulations REF and BAU and decreases
in BSAP (about constant in CLEG) (Fig. 32). In all
nutrient load scenarios DIP increases during the control
period which is consistent with the hindcast simulation
(not shown). After 2007 DIP increases in REF and BAU
and decreases in BSAP (about constant in CLEG).

Interestingly, the sediment pools of nitrogen and
phosphorus decrease in all nutrient load and climate
scenarios towards the end of the century (Fig. 32).

In all scenarios there is a tendency of increased DIN
to DIP ratio in the water column (Fig. 33). Espe-
cially in the BSAP scenario driven by ECHAM5 A2
and ECHAM5 A1B 1 (the scenario simulations with an
increase of the wind speed over the Baltic proper) the
overall DIN to DIP ratios increase with about 7 and 5
at maximum, respectively.

In all scenario simulations the hypoxic areas increase
and the cod reproductive volumes decrease (Fig. 33).
An exception is the BSAP nutrient load scenario with
constant or slightly reduced hypoxic areas after 2020.

3.3.3. Projected changes for the nutrient load
scenario REF In Figures 34 to 69 changes between
the periods 2070-2099 and 1969-1998 are depicted. We
considered four nutrient load scenarios REF, BSAP,
CLEG and BAU and four climate scenarios driven by
HadCM3-A1B, ECHAM5-A1B 3, ECHAM5-A1B 1 and
ECHAM5-A2 (see Section 2). In this sub-section we fo-
cus on REF.

In all scenario simulations are SST changes between
2070-2099 and 1969-1998 largest in the Bothnian Bay
and Bothnian Sea during summer (Fig. 34). This pat-
tern is a robust feature of our mini-ensemble although
the amount of the warming differs substantially between
HadCM3 and ECHAM5 driven simulations such that

the ensemble spread is also largest in the Bothnian Bay
and Bothnian Sea during summer. However, the climate
change signal is much larger than the uncertainty caused
by the GCMs as indicated both by the standard devia-
tion of the ensemble mean (not shown) and the range of
the ensemble. We found largest SST increases of more
than 6◦C in the southern Bothnian Bay in the HadCM3
driven scenario simulation. In ECHAM5 driven simula-
tions the largest SST increase is located in the central
Bothnian Bay and does not exceed 4◦C approximately.
Further, in all scenario simulations the SST increase
during winter and spring is largest in the Gulf of Fin-
land. Perhaps this increase may affect changing surface
nutrient concentrations in the Gulf of Finland due to
increased decomposition of organic matter in the sedi-
ments as discussed below.

Also spatial patterns of the SSS projections show an
overall agreement with largest decreases in the Baltic
proper of about 1.5-2 g kg−1 (Fig. 35). Salinity is re-
duced because in all scenario simulations runoff is sig-
nificantly increased. Changes of the wind speed are of
minor importance for SSS changes. Largest discrepan-
cies between scenario simulations are found for the SSS
projections in Kattegat.

The changes of the bottom salinity concentrations
follow the SSS changes (Fig. 36). As the deepwater
salinity at the open boundary in Kattegat does not
change by definition, bottom salinity changes are small-
est in the entire Kattegat and in the Belt Sea area. As
in the ECHAM5 A1B 1 and A 2 driven simulations the
mean wind speed increases over the Baltic proper during
winter and autumn by about 1 m s−1, in future climate
wind induced mixing is larger and the permanent halo-
cline is deeper located. Consequently, we found largest
bottom salinity changes along the slopes of the Baltic
proper and Gulf of Finland at depths of the halocline
changes. As the wind changes occur only in two sce-
nario simulations of our mini-ensemble, the largest un-
certainty of projected bottom salinity is related to the
unknown depth of the halocline.

As already mentioned, in all scenario simulations pro-
jected mean wind speed changes are small except in
ECHAM5-A1B 1 and A 2 driven simulations. In these
projections the mean west wind will increase causing a
rise of the mean SSH in the Gulf of Finland and Gulf of
Riga of about 12-16 cm during autumn (Fig. 37). The
impact on mixing was discussed already.

The bottom oxygen concentrations decrease in all
scenario simulations in almost all regions (Fig. 38). Ex-
ceptions are the deep water in the Gulf of Finland and
regions along the slopes of the Gotland Basin where
the stratification will decrease due to a deeper halo-
cline caused by increased runoff in future climate. In
addition, in the ECHAM5-A1B 1 driven simulation in-
creased wind induced mixing will cause improved bot-
tom oxygen concentrations. However, in most regions
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the bottom oxygen concentration will decrease. As
the oxygen saturation concentration is lower in warmer
water the surface oxygen concentrations will decrease
slightly in future climate. In the coastal zone with only
a weak vertical stratification the bottom oxygen con-
centration will decrease as well. The decrease is larger
in regions with larger water depth and with a perma-
nent halocline because inflowing water is mixed with
surface water which will have lower oxygen concentra-
tions and because the inflow of oxygen rich salt water
will decrease. We found the largest decrease of bottom
oxygen concentrations in the HADCM3 driven simula-
tion in the central area of the deep Bornholm Basin,
Gotland Basin and Bothnian Sea. The uncertainty is
largest in regions that are affected by the unknown po-
sition of the halocline.

As the phosphorus release capacity of the sediments
is oxygen dependent, the generally decreased bottom
oxygen concentration will cause an increase of the phos-
phate concentrations in the surface waters (Fig. 39). We
found the largest phosphate concentration increase in
the HadCM3 driven simulation in the Baltic proper and
Gulf of Finland. In the ensemble mean the largest in-
crease of surface phosphate concentrations occurs in the
southern Baltic proper (Arkona Basin, Bornholm Basin
and southern Gotland Basin) during winter. This sig-
nal is a common pattern in all scenario simulations. The
surface phosphate concentration changes in the Gulf of
Finland during spring have the largest spread within
our ensemble.

In all scenario simulations the surface nitrate concen-
tration remains unchanged or increases (Fig. 40). The
patterns of changing nitrate concentration are similar in
the various simulations. Especially during winter and
especially in the eastern Gulf of Finland, Gulf of Riga
and along the eastern coasts of the Gotland Basin ni-
trate concentrations will increase in future climate. The
increased supply of nitrogen from the rivers and the in-
creased oxygen concentrations in the Gulf of Finland
might be the reason for the increased nitrate concentra-
tions particularly in the coastal zone close to the river
mouths of the large rivers.

The increased concentrations of both nitrate and
phosphate during winter will impact the spring and
summer blooms. During spring particularly the con-
centrations of flagellates and others will increase in the
eastern Baltic proper, Gulf of Riga and Gulf of Finland
(Fig. 42) whereas the concentration changes of diatoms
are much smaller (Fig. 41). During summer and au-
tumn the concentration of cyanobacteria will increase
in the southern Baltic proper (Arkona Basin, Born-
holm Basin and southern Gotland Basin) in all simu-
lations (Fig. 43). In the HadCM3 driven simulation the
cyanobacteria blooms in the Gulf of Finland will also
be more intensive.

Both changes of the group of flagellates and others

during spring and of the cyanobacteria during summer
dominate the seasonal changes of the phytoplankton
concentration (Fig. 44). The uncertainty is largest dur-
ing summer due to the differences of the cyanobacteria
changes in HadCM3 and ECHAM5 driven simulations.
As a consequence the Secchi depths particularly dur-
ing summer and autumn in the southern Baltic proper
(Arkona Basin, Bornholm Basin and southern Gotland
Basin) will decrease (Fig. 45). In the ensemble mean
the largest decrease of Secchi depth amounts to about
1.2 - 1.4 m.

3.3.4. Projected changes for the nutrient load
scenario BSAP As the oxygen bottom concentration
will decrease significantly in the HadCM3 driven simu-
lation assuming present day nutrient loads, in this sce-
nario the improvements of the Baltic Sea Action Plan
(BSAP) will be counteracted by the effect of chang-
ing climate at the end of the century (Fig. 46). As a
consequence bottom oxygen concentration changes are
small in BSAP. However, we found increased bottom
oxygen concentrations in the ECHAM5 driven simula-
tions in the Gulf of Finland and in the Gotland Basin
when we applied the nutrient load scenario BSAP. In the
ECHAM5-A1B 1 and A 2 driven simulations we found
the largest increases of the oxygen bottom concentra-
tion along the slopes of the Gotland Basin and in the
Gulf of Finland due to the deeping of the halocline and
the corresponding decreased stratification in that depth
interval. Thus, depending on the climate scenario the
Baltic Sea Action Plan does not necessarily improve the
environmental status of the Baltic Sea.

While in the HadCM3 driven simulation surface
phosphate and nitrate concentration changes are small,
we found in ECHAM5 driven simulations in the Gulf of
Finland reduced surface phosphate and increased sur-
face nitrate concentrations (Figs. 47 and 48). Thus,
the response of surface nutrient concentrations seems to
be modified by changing bottom oxygen concentrations
and changing water temperature changes (affecting the
decomposition of organic matter in the sediments)

Surface concentration changes of diatoms, flagellates
and others and cyanobacteria are diverse (Figs. 49 to
51). During spring in all scenario simulations sur-
face diatom concentrations decrease especially along
the southern and eastern coasts of the Baltic proper
and in the Gulf of Finland. To the contrary, we
found slight increases of the surface concentrations of
flagellate and others mainly in the Gulf of Finland.
Cyanobacteria concentrations increase in the southern
Baltic proper (mainly in the Bornholm Basin) in the
HadCM3 driven simulation and remain basically un-
changed in ECHAM5 driven simulations. During spring
surface phytoplankton concentrations in the ECHAM5
driven simulations decrease following diatom concen-
tration changes (Fig. 52). During summer we found
slight surface phytoplankton concentration increases in
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the southern Baltic proper in the HadCM3 driven sim-
ulation following cyanobacteria concentration changes.
Corresponding increases of the Secchi depth during
spring amount to about 1 m at maximum (Fig. 53).
During summer the Secchi depth in the HadCM3 driven
simulation decreases by about 0.5 m in maximum.

3.3.5. Projected changes for the nutrient load
scenario CLEG In CLEG bottom oxygen concentra-
tions will decrease almost everywhere in the HadCM3
driven simulation at the end of the century (Fig. 54).
In the ECHAM5 driven scenarios the bottom oxygen
concentrations especially in the Gulf of Finland will in-
crease. In the two scenarios with increased wind in-
duced mixing in the Baltic proper (ECHAM5-A1B 1
and ECHAM5-A2) the bottom oxygen concentrations
along the slopes will increase as well because of deeper
locations of the halocline.

As a consequence of the bottom oxygen concentra-
tion changes surface phosphate concentrations increase
in HadCM3 driven scenario simulations (Fig. 55). Ni-
trate concentration changes are largest in the Gulf of
Finland and in the Gulf of Riga in ECHAM5-A1B 1
and ECHAM5-A2 driven simulations (Fig. 56).

Concentration changes of diatoms, flagellates and
others, cyanobacteria and phytoplankton are relatively
small (Figs. 57 to 60). As the projected phytoplankton
concentrations in the ensemble mean slightly increases
at the end of the 21st century, Secchi depths decreases
(Fig. 61). Largest changes of about 1 m are found in the
Bornholm Basin in the HadCM3 driven scenario simu-
lation.

3.3.6. Projected changes for the nutrient load
scenario BAU In the BAU scenario the impact of
increased nutrient loads and the impact of changing
climate seem to amplify each other with large con-
sequences for the marine environment. Large reduc-
tions of bottom oxygen concentrations (Fig. 62), large
increases of surface phosphate (Fig. 63) and nitrate con-
centrations (Fig. 64) and large increases of both the
spring and summer blooms characterize the BAU sce-
nario (Figs. 65 to 68). In this scenario Secchi depths will
in the south-western Baltic be more than 2 m smaller at
the end of the century compared to present conditions
(Fig. 69).

4. Conclusions

In this study we focussed on annual and seasonal
mean changes of ecological quality indicators describ-
ing the environmental status of the Baltic Sea. Agree-
ment and disagreement of the simulated changes were
assessed from the statistics of the ensemble of 16 sce-
nario simulations. Projected changes at the end of the
21st century are usually larger than biases induced by
the deficiencies of GCMs at the regional scale. Espe-
cially ensemble mean biases are smaller than ensem-

ble mean changes stressing the added value of ensemble
modelling.

According to our mini-ensemble at the end of the 21st

century water temperatures will increase, runoff will in-
crease, salinity will decrease, vertical stratification will
decrease and changes of the wind speed and of gustiness
over the Baltic proper will be diverse. In correspon-
dence with earlier studies we found that the impact of
changing climate on the Baltic biogeochemistry might
be significant. The model simulations suggest that in
addition to eutrophication projected changing climate
is an important stressor for the Baltic ecosystem. Ac-
cording to our scenario simulations with reference loads
water quality will be reduced in future climate. Re-
duced inflow of oxygen rich salt water will cause in-
creased hypoxic bottom areas and increased surface nu-
trient and phytoplankton concentrations. Secchi depths
in the Baltic proper will be reduced. In summer the en-
semble mean of the Secchi depth will decrease in the
southern Baltic proper by about 1.5 m at maximum.

According to our results nutrient load reductions in-
cluded under current legislation will not be sufficient to
improve the water quality at the end of the century. The
climate effect is larger than the impact of nutrient load
reductions and Secchi depth will decrease especially in
the southern Baltic proper. The larger nutrient load
reductions of the BSAP will improve the water quality
at the end of the century. However for the same tar-
gets larger reductions will be necessary as in present cli-
mate. In summer the ensemble mean of the Secchi depth
will increase in the southern Baltic proper by about
1 m in maximum. In case of an exponential growth
of agriculture following a pessimistic business-as-usual
scenario bottom oxygen concentrations will decrease,
surface nutrient concentrations will increase and Secchi
depth will decrease significantly. During the warmer
seasons (spring to autumn) the ensemble mean of the
Secchi depth in the southern Baltic proper will decrease
by more than 2 m in some some regions.
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(a) DJF (b) MAM (c) JJA (d) SON (e) annual

(f) DJF (g) MAM (h) JJA (i) SON (j) annual

(k) DJF (l) MAM (m) JJA (n) SON (o) annual

(p) DJF (q) MAM (r) JJA (s) SON (t) annual

Figure 5. 2 m air temperature differences (in ◦C) between the GCM driven RCAO simulations during the control
period (December 1968 to November 1998) and the hindcast simulation using RCA3 forced with ERA40. From
left to right differences for the four seasons (DJF, MAM, JJA and SON) and for the annual mean are shown. The
rows correspond to the RCAO simulation forced with HadCM3-A1B (first row)), ECHAM5-A1B 3 (second row),
ECHAM5-A1B 1 (third row) and ECHAM5-A2 (fourth row).
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(a) DJF (b) MAM (c) JJA (d) SON (e) annual

(f) DJF (g) MAM (h) JJA (i) SON (j) annual

(k) DJF (l) MAM (m) JJA (n) SON (o) annual

(p) DJF (q) MAM (r) JJA (s) SON (t) annual

Figure 6. Same as Figure 5 but for sea level pressure (in Pa).
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(a) DJF (b) MAM (c) JJA (d) SON (e) annual

(f) DJF (g) MAM (h) JJA (i) SON (j) annual

(k) DJF (l) MAM (m) JJA (n) SON (o) annual

(p) DJF (q) MAM (r) JJA (s) SON (t) annual

Figure 7. Same as Figure 5 but for precipitation (in mm/3h).
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(a) DJF (b) MAM (c) JJA (d) SON (e) annual

(f) DJF (g) MAM (h) JJA (i) SON (j) annual

(k) DJF (l) MAM (m) JJA (n) SON (o) annual

(p) DJF (q) MAM (r) JJA (s) SON (t) annual

Figure 8. Same as Figure 5 but for cloud cover.
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(a) DJF (b) MAM (c) JJA (d) SON (e) annual

(f) DJF (g) MAM (h) JJA (i) SON (j) annual

(k) DJF (l) MAM (m) JJA (n) SON (o) annual

(p) DJF (q) MAM (r) JJA (s) SON (t) annual

Figure 9. Same as Figure 5 but for the mean 10 m wind speed (in m/s).
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(a) DJF (b) MAM (c) JJA (d) SON (e) annual

(f) DJF (g) MAM (h) JJA (i) SON (j) annual

(k) DJF (l) MAM (m) JJA (n) SON (o) annual

(p) DJF (q) MAM (r) JJA (s) SON (t) annual

Figure 10. Same as Figure 5 but for the maximum 10 m wind speed (in m/s).
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(a) DJF (b) MAM (c) JJA (d) SON (e) annual

(f) DJF (g) MAM (h) JJA (i) SON (j) annual

(k) DJF (l) MAM (m) JJA (n) SON (o) annual

(p) DJF (q) MAM (r) JJA (s) SON (t) annual

Figure 11. Same as Figure 5 but for the maximum estimated gust wind (in m/s).
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(a) DJF (b) MAM (c) JJA (d) SON (e) annual

(f) DJF (g) MAM (h) JJA (i) SON (j) annual

(k) DJF (l) MAM (m) JJA (n) SON (o) annual

(p) DJF (q) MAM (r) JJA (s) SON (t) annual

Figure 12. 2 m air temperature differences (in ◦C) between the projected changes at the end of the 21st century
(November 2069 until December 2099) and the control period (December 1969 until November 1998). From left
to right differences for the four seasons (DJF, MAM, JJA and SON) and for the annual mean are shown. The
rows correspond to the RCAO simulations forced with HadCM3-A1B (first row), ECHAM5-A1B 3 (second row),
ECHAM5-A1B 1 (third row) and ECHAM5-A2 (fourth row).
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(a) DJF (b) MAM (c) JJA (d) SON (e) annual

(f) DJF (g) MAM (h) JJA (i) SON (j) annual

(k) DJF (l) MAM (m) JJA (n) SON (o) annual

(p) DJF (q) MAM (r) JJA (s) SON (t) annual

Figure 13. Same as Figure 12 but for sea level pressure (in Pa).
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(a) DJF (b) MAM (c) JJA (d) SON (e) annual

(f) DJF (g) MAM (h) JJA (i) SON (j) annual

(k) DJF (l) MAM (m) JJA (n) SON (o) annual

(p) DJF (q) MAM (r) JJA (s) SON (t) annual

Figure 14. Same as Figure 12 but for precipitation (in mm/3h).
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(a) DJF (b) MAM (c) JJA (d) SON (e) annual

(f) DJF (g) MAM (h) JJA (i) SON (j) annual

(k) DJF (l) MAM (m) JJA (n) SON (o) annual

(p) DJF (q) MAM (r) JJA (s) SON (t) annual

Figure 15. Same as Figure 12 but for cloud cover.
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(a) DJF (b) MAM (c) JJA (d) SON (e) annual

(f) DJF (g) MAM (h) JJA (i) SON (j) annual

(k) DJF (l) MAM (m) JJA (n) SON (o) annual

(p) DJF (q) MAM (r) JJA (s) SON (t) annual

Figure 16. Same as Figure 12 but for 10 m wind speed (in m/s).
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(a) DJF (b) MAM (c) JJA (d) SON (e) annual

(f) DJF (g) MAM (h) JJA (i) SON (j) annual

(k) DJF (l) MAM (m) JJA (n) SON (o) annual

(p) DJF (q) MAM (r) JJA (s) SON (t) annual

Figure 17. Same as Figure 12 but for the maximum 10 m wind speed (in m/s).
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(a) DJF (b) MAM (c) JJA (d) SON (e) annual

(f) DJF (g) MAM (h) JJA (i) SON (j) annual

(k) DJF (l) MAM (m) JJA (n) SON (o) annual

(p) DJF (q) MAM (r) JJA (s) SON (t) annual

Figure 18. Same as Figure 12 but for the maximum estimated gust wind (in m/s).
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Figure 19. Volume flows (in m3 s−1) in present and future climates calculated with the statistical model (Section
2.3) and with HYPE [Lindström et al., 2010] during the control period 1969-1998 (upper left panel), at the end
of the 21st century 2070-2099 (upper right panel) and changes between the periods 2070-2099 and 1969-1998
in absolute (lower left panel) and relative (lower right panel) values. The volume flows into the Bothnian Bay,
Bothnian Sea, Gulf of Finland, Gulf of Riga, Baltic proper, total Baltic (without Kattegat) and Kattegat are
depicted.



27

Figure 20. Annual and seasonal mean sea surface temperature (SST) biases (◦C) during 1969-1998 in RCO-
SCOBI simulations driven by regionalized GCM results. From left to right results for winter (December through
February), spring (March through May), summer (June through August), autumn (September through November)
and the annual mean are shown. From top to bottom the results of the following scenario simulations and
analysis results are shown: RCAO-HadCM3-A1B-REF, RCAO-ECHAM5-A1B-3-REF, RCAO-ECHAM5-A1B-1-
REF, RCAO-ECHAM5-A2-1-REF, ensemble mean, and range.
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Figure 20. Continued.
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Figure 21. As Fig. 20 but for sea surface salinity (SSS) biases (in g kg−1).
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Figure 22. As Fig. 20 but for bottom salinity biases (in g kg−1).
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Figure 23. As Fig. 20 but for sea surface height (SSH) biases (cm).
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Figure 24. As Fig. 20 but for bottom oxygen concentration biases (ml l−1).
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Figure 25. As Fig. 20 but for phosphate concentration biases (mmolP m−3).
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Figure 26. As Fig. 20 but for nitrate concentration biases (mmolN m−3).
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Figure 27. As Fig. 20 but for diatom concentration biases (mgChl m−3).
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Figure 28. As Fig. 20 but for concentration biases of flagellates and others (mgChl m−3).
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Figure 29. As Fig. 20 but for cyanobacteria concentration biases (mgChl m−3).
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Figure 30. As Fig. 20 but for phytoplankton concentration biases (mgChl m−3).
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Figure 31. As Fig. 20 but for Secchi depth biases (m).
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Figure 32. Volume averaged temperature (in ◦C) and salinity (in g kg−1) for 1961-2099 (upper panels). Further,
volume integrated dissolved inorganic nitrogen (DIN, in kton, first column) and dissolved inorganic phosphorus
(DIP, in kton, second column) in the water column, and benthic nitrogen (in kton, third column) and benthic
phosphorus (in kton, fourth column) in the sediments are shown. The second to fifth rows show the results of the
four nutrient load scenarios REF, BSAP, CLEG and BAU (see Section 2.4). The various curves show the scenario
simulation results driven by HadCM3-A1B (black line), ECHAM5-A1B-3 (red line), ECHAM5-A1B-1 (green line)
and ECHAM5-A2 (blue line).



41

Figure 33. As Figure 32 but for the N:P ratio in the Baltic proper (first row), hypoxic area (in 103 km2) (second
row) and cod reproductive volume (in 103 km3) (third row). The first to fourth columns contain results from the
nutrient load scenarios REF, BSAP, CLEG and BAU, respectively.
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Figure 34. Annual and seasonal mean sea surface temperature (SST) changes (◦C) between 2070-2099 and
1969-1998 in RCO-SCOBI simulations driven by regionalized GCM results. From left to right results for winter
(December through February), spring (March through May), summer (June through August), autumn (September
through November) and the annual mean are shown. From top to bottom the results of the following scenario
simulations and analysis results are shown: RCAO-HadCM3-A1B-REF, RCAO-ECHAM5-A1B-3-REF, RCAO-
ECHAM5-A1B-1-REF, RCAO-ECHAM5-A2-1-REF, ensemble mean, and range.
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Figure 34. Continued.



44

Figure 35. As Fig. 34 but for sea surface salinity (SSS) changes (in g kg−1).
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Figure 36. As Fig. 34 but for bottom salinity changes (in g kg−1).
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Figure 37. As Fig. 34 but for sea surface height (SSH) changes (cm).
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Figure 38. As Fig. 34 but for bottom oxygen concentration changes (ml l−1).
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Figure 39. As Fig. 34 but for phosphate concentration changes (mmolP m−3).
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Figure 40. As Fig. 34 but for nitrate concentration changes (mmolN m−3).
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Figure 41. As Fig. 34 but for diatom concentration changes (mgChl m−3).
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Figure 42. As Fig. 34 but for concentration changes of flagellates and others (mgChl m−3).
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Figure 43. As Fig. 34 but for cyanobacteria concentration changes (mgChl m−3).
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Figure 44. As Fig. 34 but for phytoplankton concentration changes (mgChl m−3).
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Figure 45. As Fig. 34 but for Secchi depth changes (m).
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Figure 46. Annual and seasonal mean bottom oxygen concentration changes (ml l−1) between 2070-2099 and
1969-1998 in RCO-SCOBI simulations driven by regionalized GCM results. From left to right results for winter
(December through February), spring (March through May), summer (June through August), autumn (September
through November) and the annual mean are shown. From top to bottom the results of the following scenario
simulations and analysis results are shown: RCAO-HadCM3-A1B-BSAP, RCAO-ECHAM5-A1B-3-BSAP, RCAO-
ECHAM5-A1B-1-BSAP, RCAO-ECHAM5-A2-1-BSAP, ensemble mean, and range.
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Figure 46. Continued.
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Figure 47. As Fig. 46 but for phosphate concentration changes (mmolP m−3).
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Figure 48. As Fig. 46 but for nitrate concentration changes (mmolN m−3).
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Figure 49. As Fig. 46 but for diatom concentration changes (mgChl m−3).
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Figure 50. As Fig. 46 but for concentration changes of flagellates and others (mgChl m−3).
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Figure 51. As Fig. 46 but for cyanobacteria concentration changes (mgChl m−3).
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Figure 52. As Fig. 46 but for phytoplankton concentration changes (mgChl m−3).
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Figure 53. As Fig. 46 but for Secchi depth changes (m).
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Figure 54. Annual and seasonal mean bottom oxygen concentration changes (ml l−1) between 2070-2099 and
1969-1998 in RCO-SCOBI simulations driven by regionalized GCM results. From left to right results for winter
(December through February), spring (March through May), summer (June through August), autumn (September
through November) and the annual mean are shown. From top to bottom the results of the following scenario
simulations and analysis results are shown: RCAO-HadCM3-A1B-CLEG, RCAO-ECHAM5-A1B-3-CLEG, RCAO-
ECHAM5-A1B-1-CLEG, RCAO-ECHAM5-A2-1-CLEG, ensemble mean, and range.
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Figure 54. Continued.
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Figure 55. As Fig. 54 but for phosphate concentration changes (mmolP m−3).
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Figure 56. As Fig. 54 but for nitrate concentration changes (mmolN m−3).
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Figure 57. As Fig. 54 but for diatom concentration changes (mgChl m−3).
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Figure 58. As Fig. 54 but for concentration changes of flagellates and others (mgChl m−3).
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Figure 59. As Fig. 54 but for cyanobacteria concentration changes (mgChl m−3).
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Figure 60. As Fig. 54 but for phytoplankton concentration changes (mgChl m−3).
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Figure 61. As Fig. 54 but for Secchi depth changes (m).
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Figure 62. Annual and seasonal mean bottom oxygen concentration changes (ml l−1) between 2070-2099 and
1969-1998 in RCO-SCOBI simulations driven by regionalized GCM results. From left to right results for winter
(December through February), spring (March through May), summer (June through August), autumn (September
through November) and the annual mean are shown. From top to bottom the results of the following scenario
simulations and analysis results are shown: RCAO-HadCM3-A1B-BAU, RCAO-ECHAM5-A1B-3-BAU, RCAO-
ECHAM5-A1B-1-BAU, RCAO-ECHAM5-A2-1-BAU, ensemble mean, and range.
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Figure 62. Continued.
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Figure 63. As Fig. 62 but for phosphate concentration changes (mmolP m−3).
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Figure 64. As Fig. 62 but for nitrate concentration changes (mmolN m−3).
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Figure 65. As Fig. 62 but for diatom concentration changes (mgChl m−3).
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Figure 66. As Fig. 62 but for concentration changes of flagellates and others (mgChl m−3).
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Figure 67. As Fig. 62 but for cyanobacteria concentration changes (mgChl m−3).
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Figure 68. As Fig. 62 but for phytoplankton concentration changes (mgChl m−3).
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Figure 69. As Fig. 62 but for Secchi depth changes (m).
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