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Preface

Since the first conference, which was held in 1995 in Visby, Gotland, the BALTEX
has now more definitive contours. Many groups have participated in joint research
efforts, whose results require now an intensive review. Therefore, a Second Study
Conference on BALTEX has been arranged at Hotel Aquamaris on the island of
Rugen near the southern coast of the Baltic Sea in May 1998. More than 120
contributed papers and 13 invited overview presentations will present results in
meteorology, hydrology and physical oceanography from the first BALTEX research
period 1994 - 1998. Contributions from institutions and groups in more than 20
countries are related to the key topic of BALTEX, the water and energy cycles of the
entire Baltic Sea drainage basin. The conference is also expected to contribute to
preparations for BRIDGE, the main BALTEX observational and modelling period
scheduled for the years 1999 to 2001. The conference has been organized by the
BALTEX Science Steering Group in cooperation with the GKSS Research Center
Geesthacht, Germany.

In the proceedings of this Study Conference the invited and contributed papers, both
oral presentationsand posters, are published in alphabetical order related to the first
author’s family name.

The editors wish to thank all individuals who have been involved in various stages of
the preparation for the conference. Contributions of the conference programme
committee members Jerzy Dera, Carl Fortelius, Zdislaw Kaczmarek, Sirje Keevallik,
Wolfgang Matthdus, Anders Omstedt and Valery Vuglinsky are much appreciated.
Many thanks also for the stimulating engagement of the local organizing committee:
Rudiger Brandt, Sieglinde Hartmann, Wiebke Jansen, Sylvia Knaup and Cord Ruhe.

The financial support through GKSS Research Center Geesthacht, Germany for the
conference, and in particular for printing of this volume, is gratefully acknowledged.
Several other institutions and organisations have agreed to co-sponsor the
conference. We wish to express our warmest thanks to all of them.

Geesthacht, May 1998

Ehrhard Raschke and Hans-Jérg Isemer
Editors
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Verein der Freunde und Férderer des GKSS-Forschungszentrums Geesthacht E.V.
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BRIDGE
The central modelling and observational period in BALTEX - actual planning status

Mikko Alestalo, Finnish Meteorological Institute, Helsinki, F inland; e-mail; mikko.alestalo@fmi.fi

The Main BALTEX Experiment (BRIDGE) will be a central element in the BALTEX program. It is suggested to
be conducted as the main observational and modelling phase of the program. BRIDGE will be conducted in
the period from October 1999 to December 2001. Modelling and observational activities during BRIDGE
will be divided into

1) a continuous base-line observational program (comparable to the PIDCAP level) during the entire 27
months period, and

2) specific enhanced observational programs confined to limited periods of a few months duration. The latter
will include the following periods:

¢ January/February 2000
* August/September 2000
¢ April/May 2001.

This presentation discusses the present deficiencies in the observational systems as well as in the data assimila-
tion and modelling systems. Numerous recommendations for a beneficial realisation of BRIDGE have recently
been made which are published in the strategic plan for BRIDGE. These include also administrative and finan-
cial implications. Most important issues to be considered include the functioning of the operational observatio-
nal networks at their maximum capacity, enhancement of the observational systems to cover the whole study
area, especially with weather radar and radio sounding data, and the organisation of special field campaigns. An
equally important task is the enhancement and consolidation of the BALTEX data management structure in
order to get the quality controlled observations into the data bases of the designated BALTEX Data Centres. In
this context the satellite data represent a special issue. Perhaps the most challenging task is to organise the post-
processing of the data. This requires the identification and nomination of those centres capable to perform extra
data assimilation runs using the special BRIDGE data. Only then the various research groups can have relevant
data for their studies which are expected to solve many of the remaining questions related with the energy and
water budgets of the atmosphere, hydrosphere and ocean.

In the presentation the response to the BRIDGE plan of the national meteorological and hydrological institutes
as well as of the research institutes will be analysed. On the basis of the analysis first views about the level of
participation, the content of the desired obsevational programs, the functioning of the new data base routines
and envisaged data assimilation and modelling activities are obtained. The possibilities to finance the BRIDGE
will be also discussed.
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VERTICAL REFLECTIVITY PROFILES TO DETECT RADAR
MIRAGES (ANAPROP)

Tage Andersson, SMHI, S-60176 Norrkoping, Sweden, e-mail tage.andersson @smbhi.se
Daniel B. Michelson, SMHI, S-60176 Norrkoping, Sweden, e-mail daniel.michelson@smbhi.se

1. Introduction

Anomalous propagation (anaprop), analogous to the upper mirage in the visual wavelengths, is still a major
problem in radar meteorology. Anaprop echoes from terrain features as hills and coasts often gives echos of 50-
60 dBz, equivalent to severe thunderstorms. Anaprop echoes from sea waves may be comparable in strength to
those from moderate precipitation and also form similar patterns. Doppler radars usually effectively exclude
anaprop echos caused by terrain features simply by thresholding echos with doppler velocity close to 0 m/s.
This, however, does not work for sea waves, since they generally move with velocities of a few m/s. Moreover,
the range of doppler radars is often much less, about one half of the non-doppler radar or mode. Therefore the
doppler can only be used for part of the non-doppler surveillance area.

For a radar situated close to a coast, anaprop is a frequent phenomenon over the sea when the sea water is cold
relative to the air. An inversion (duct) in which part of the beam may become trapped, Fig. 1, is then formed.
Climatologically, this is most common during spring and early summer, and the frequency of anomal
propagation over ‘inland’ seas as the Baltic and the English Channel have a maximum during these seasons,
though anaprop also occurs during other seasons. During warm months with a relatively cold sea surface a radar
close to the coast and with a free horison, as our Gotland radar, may observe anaprop nearly every day. Since
conventional precipitation observations are scarce over seas, radar is the most important precipitation estimator
there. Over land anaprop generally appears during late night/early morning when a radiation inversion has
formed. While it is generally possible for an experienced observer to identify anaprop, it is much more difficult
for an automatic routine to do so. Automatic routines for precipitation estimation and forecasting are gdining
importance. Therefore methods able to identify anaprop out to the non-doppler range are required. This paper
describes a method for anaprop identification using a detailed vertical reflectivity profile from non-doppler
radars. A reflectivity profile in this context is reflectivity as a function of the antenna elevation angle. We have
mostly used elevation angles from about half the beam-width to one and a half beam-width. Precipitation gives
smooth, unbroken reflectivity profiles, while anaprop, from land or sea (sea clutter) has uneven and/or broken
profiles, Fig. 2. To get detailed reflectivity profiles we use a scanning scheme characterized by small antenna
elevation steps (0.1°) in the lowest elevation angle region. Table 1 shows the scheme we first used for this
project. Later, when we found angles below about 1.3° most important for our analysis we introduced more
evenly distributed angles above 1.2°.

Table 1. The scan scheme. Antenna elevation number is given by ‘no’ and angle in degrees by ‘deg’.

no1234567891011121314151617181920

deg [0.510.6107/0.8{0.9]1.0{1.11.2{1.3/14[15]16]/1.7]1.8[19]/20/25 3.0/4.0/10.0

For the analysis we work with data from the non-doppler mode of our Ericsson Doppler weather radars. We use
polar volume data, with a resolution in azimuth of 0.85° and in range of 2 km. The maximum range is 240 km.

Not only meteorological parameters determine a radar’s susceptibility to anaprop. A radar with a free horison is
much more sensitive to propagation conditions than one sheltered by surrounding objects as trees and buildings,
which can block the lowest part of the main lobe and the side lobes. In order not to affect the radars main
purpose, surveying precipitation using a low antenna elevation angle, such obstacles should not reach more than
about 0.1° above the antenna.



NORMAL PROPAGATION WITH PRECIPITATION
The precipitation fills the pulse. The met. radar €q. applies. Precipi-
tation gives fairly stable echos and smooth reflectivity profiles.

ANAPROP, WITH PRECIPITATION
Echos from both the guided and freely propagated part of the pulse
can give uneven reflectivity profiles. Does the met. radar eq. apply?

DUCT =

ANAPROP, WITHOUT PRECIPITATION
Part of the pulse is guided in the duct. Coasts, mountains and sea
waves give scintillating echos and uneven reflectivity profiles.

Fig. I. Conceptual model of radar wave propagation during
different propagation conditions (left and above).
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Water exchange of the Stockholm archipelago on ecologically relevant time scales.
A cascade modeling approach
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Abstract

From a water exchange point of view the major Baltic archipelagos display an impressive complexity
determined not only by the sheer number of multiple water passages between the numerous basins but also by
the intricately varying hypsographic features of these basins, rendering such areas an almost fractal character.
This characteristic certainly applies to the Stockholm archipelago with its more than 10° islands of varying
sizes, spanning the spectrum from major islands to small skerries, This complexity provides the reason for its
hitherto being exempted from modeling studies other than rather crude box model approaches. Archipelagos
are, however, considered to be of utmost ecological importance (e.g. nutrient dynamics and fish spawning) as
well as for their economical and recreational values, motivating the present attempt to improve the quantitative
understanding of their functioning, departing from water exchange estimates.

Traditionally the Stockholm archipelago is partitioned into three parts: the inner, the middle and the outer
archipelago. This subdivision fortunately also coincides with differing water exchange regimes. The inner
archipelago is dominated by comparatively larger basins that are interconnected by a limited number of straits.
This configuration of basins is therefore well suited for a discrete basin model approach by partitioning the area
nto a set of subbasins that are only resolved vertically (DB-domain). The advantage of this approach over 3D-
models is the possibility for enhanced vertical resolution and improved strait exchange formulation which
outweighs the disadvantage of neglected horizontal resolution within the basins. This is arguably true on
ecologically relevant time scales of about one week or longer. The water exchange on shorter time scales is
mainly caused by sea level fluctuations and the local wind stress. The dominating exchange process is induced
by the marked freshwater discharge and the vertical mixing (produced by both wind stress and ship propellers)
which combine to form the estuarine circulation. The baroclinic intermediate exchange process (sensu
Stigebrandt), driven by the density fluctuations along the Baltic interface also contributes significantly.

The entire actual archipelago spans roughly a semicircular area with a radius of approximately 60 km. Due to
Ekman pumping, considerable density variations may occur along this periphery, inducing such intermediate
circulation. Measurement data to adequately resolve these density variations do not exist. Instead, an attempt is
made to provide this missing forcing information by linking the middle archipelago perimeter to a 3D-model of
the Baltic with a fine resolution grid size of 0.5 nautical miles (n.m.). This fine resolution model (FR-domain) is
externally driven by atmospheric forcing (heat dynamics and wind stress) and the density variation at the
model’s border. It is a priori deemed to be capable of adequately resolving both the interfacial straits and the
outer archipelago’s complicated hypsography, but would demand an overly massive computing capacity if
extended to comprise the entire Baltic. Therefore the FR-domain model of the outer archipelago is interfaced
with an existing coarse resolution model of the entire Baltic (CR-domain) with a grid size of 5 n.m. and its open
border located in the Kattegat. The DB-domain of the combined inner and middle archipelagos is thus interfaced
with the FR-domain along an irregular geographic border and the FR-domain in turn connects to the CR-domain
along a geometrically regular border. At both these interfaces, the larger scale dynamic information (density
profile a,pd surface elevation) is passed on to the inner and more articulate of these cascade coupled models.

The aspired merit of this arrangement of cascading numerical models is that computational effort is allocated to
domains where it best contributes to an overall numerical efficiency. It would for instance be numerically
wasteful to resolve the basins of the inner archipelago to the same spatial scale as the width of the
interconnecting straits of the middle archipelago in an attempt to resolve the entire area as an all-encompassing
3D-model. Likewise the DB-approach is poorly adapted to model the outer part of the archipelago. For model
validation an appropriate measurement program exists with salinity and temperature data covering almost 10
years of continuously and regularly visited stations. Some preliminary computational results will be presented.
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THE HYDROLOGICAL CYCLE IN THE ECHAM4 MODEL OVER THE
BALTEX AREA

K. Arpe, Max-Planck-Institute for Meteorology, D-20146 Hamburg, Germany, e-mail: arpe@dkrz.de

Long-term simulations with the ECHAM4 model using different horizontal resolutions are being inves-
tigated in respect of their ability to reproduce the mean hydrological cycle over the BALTEX area. For
comparison the data from the reanalyses by ECMWF and NCEP as well as a wide range of other clima-
tological values including river discharge observations are used. The annual cycle of precipitation at
some key stations is represented by the model mostly within the limits of uncertainty, which is quite
large, but with a too small annual variability, i.e. probably too much precipitation in winter and too little
in summer. In contrast to our expectations the highest resolution model version T106 gives not a supe-
rior performance compared to the lower resolution model versions. There is an overestimation of precip-
itation in summer by the reanalyses of NCEP and NASA and an underestimation in winter by all
reanalyses, especially by the reanalysis of ECMWEF.

Although the river Vistula/Wisla/Weichsel is represented in a T42 model only by two grid points, it is
used for further investigations in respect of the time variability because it is the largest river basin with a
long time series of river discharge observations. The long-term annual mean observed river discharge
agrees with the precipitation minus evaporation values for this area by the ECHAM4 T42 model, forced
with variable observed SSTs. The interannual variability of these data show a weak impact from the El
Nifio / La Nifia events in the simulations as well as in the observations, stronger in the simulations. The
interdecadal variability in both time series show a similar amplitude but no similarities in the phases,
suggesting that this scale is not forced by the ocean temperatures or that there is a model problem. Larg-
est disagreement can be found for the last 20 years.

The interannual variability of precipitation (1979-1992) for the catchment of the river Vistula/Wisla/
Weichsel is realistically represented by the ECMWF reanalysis for all four seasons. One cannot expect
that the simulations with the ECHAM4 T42 models reproduce same interannual variability as observed
because the SSTs contribute only partly to this variability but the amplitude of the variability is repro-
duced realistically though with a bias as mentioned above. The same applies for other places in the
BALTEX area.

The work is still in progress and more recent results will be shown in the conference.



-8 -
DEEP-SEA MIXING IN THE BALTIC SEA IN RELATION TO WIND ENERGY

L. Axell, Dept. of Oceanography, Earth Sciences Centre, Goteborg University, Sweden,
e-mail: Lars. Axell@smbhi.se

1. Introduction

The parameterization of vertical diffusion in numerical ocean models is of great importance and interest. One
reason is that it affects the stratification of the ocean, which is strongly coupled with the large-scale circulation
[Cummins et al., 1990). Further, it has important secondary effects on the coupling to the atmosphere, since the sea
surface temperature depends strongly on the vertical diffusion.

Two-equation turbulent closure models such as the k-e model have been rather successful in predicting vertical
diffusion in regions of high large-scale shear such as the upper ocean [Mellor and Durbin, 1975; Omstedt et al.,
1983]. In the deep ocean, however, most of the mixing is believed to result from the breaking of internal waves,
probably intermittent in time and space. Since internal waves cannot be resolved in present-day Ocean General
Circulation Models, the mixing due to internal waves must be parameterized as a subgrid-scale process.

Today’s state of the art is to parameterize the vertical diffusion coefficient K as inversely proportional to the
buoyancy frequency N, or K = aN~! [Gargert, 1984], where « is a local constant tuned for today’s climate.
A future goal, however, must be to find a parameterization of K for the deep ocean which is not only correct on
climatological time scales, but depends on the varying energy density of the internal wave field and its forcing.

In the world oceans the most important source of internal wave energy seems to be the barotropic tide interacting
with the local topography [Sjoberg and Stigebrandt, 1992]. Another important source of internal waves is the wind,
which may transfer energy to the internal wave field by generating inertial currents in the upper ocean. The Baltic
Sea is ideal as a laboratory to study the transfer of energy from the wind to the internal wave field, since tides are
practically nonexistent in the Baltic Sea. It is the aim of this presentation to show some results from an attempt to
correlate the vertical energy flux density in the deep ocean, as calculated from observations (Axell, 1998, submitted;
hereafter referred to as A98), with the energy flux densities obtained from two different models of energy transfer
from the wind.

2. Methods

On the average, there is a correlation between u2 and the energy flux from the wind to inertial currents [D’Asaro,
1985], where u, is the friction velocity in the surface layer of the ocean. If we assume that the inertial currents
mainly lose energy by radiating internal waves into the deep ocean, then the vertical energy flux density F,, due to
the wind, which is given by

Fy =vpul, (1)

should correlate with the vertical energy flux in the deep ocean. In the above, v is a nondimensional constant of the
order of one.

Another approach is to force a slab model of the ocean with the local wind field to simulate the build-up and
dissipation of inertial currents in the upper ocean. This way, the system has a certain memory of earlier wind events,
which is physically attractive. Neglecting nonlinear terms and using a linear friction term, the equations of motion

are 4
u T, v

i vzp;l—ru;a+fu=p—~—rv, 2

where f is the Coriolis parameter, 7 is the wind stress, H is the depth of the mixed layer, and r is a friction

coefficient. The rate at which the kinetic energy of the inertial currents is lost is then r(u? +v2) Wkg™! [D’Asaro,

1985]. Hence, if this energy is lost to the internal wave field, the vertical energy flux density F;. due to inertial

currents is given by

Fie=rpH (u? +v?). (3)

Equation (2) was solved numerically with different combinations 7, H and r. In addition, since the energy
may need some time to reach the deeper layers, different time lags AT between the model-generated fluxes and the
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Figure 1: Comparison between observed (F,;,) and modeled vertical energy flux densities. The left panel shows
the result for Fy,, and the right panel shows the results for F.. The lines indicate a 1:1 relationship between the
modeled and observed fluxes.

observations were tested for best results. The wind stress forcing was computed by using wind observations from
the area (the Baltic proper), and the model was run from 1964-1997.

The deep-sea flux densities of energy in A98 were calculated from changes in potential energy below the 150-
m level in the Gotland Deep, by using historical data. Because nonadvective periods were selected (see A98 for
details), the changes in potential energy were due to vertical diffusion, assumed to be the result of breaking internal
waves. The corresponding energy fluxes at the 150-m level from the different subperiods could then be compared
with the different parameterizations of the energy flux from the mixed layer [Equations (1) and (3)].

3. Results and Discussion

The results from the two parameterizations (1) and (3) are illustrated in Figure 1a) and b), withy = 1.0, H = 25 m
and r~! = 8 days, which gave best results. The degree of scatter in data is rather large for both models. The
correlation coefficients are 0.48 for F,, (AT = 2 days) and 0.24 for Fic (AT = 0 days), respectively. It should be
noted, however, that some of the scatter is most certainly due to uncertainties in the observations. Further, if we had
used v = 0.5 in the calculation of F,, [D’Asaro, 1985], the modeled energy flux had been far too small to explain
the energy fluxes observed by A98. When it comes to the slab model, it is possible that a variable H could improve
the results of Fi.. However, the present results indicate that the slab model, although physically more appealing,
does not yield better results than the flux derived directly from the friction velocity ..
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1. Introduction

The Darss-Zingst Bodden chain is a very shallow German estuary with a narrow connection to the Baltic Sea. The
area of the Bodden chain is about 200 km? and its average depth amounts to 2 m. Therefore, these lakes are as-
sessed to be very shallow. Decisive for the distribution of nutriants in the Bodden chain is the water exchange. The
monthly distribution of the water budget components is described e. g. by Correns and Mertinkat (1974) and Mer-
tinkat (1992). Beside the mean annual water exchange, the water exchange of extreme water level rises, extreme
events of precipitation and extreme events of river inflow should be investigated.

2. Description of the water budget of the Darss-Zingst Bodden chain
For a detailed calculation of the water budget balance the whole Bodden chain is subdivided into four Bodden

lakes (1. Saaler Bodden, 2. Bodstedter Bodden, Kappel Stream and Prerow Stream, 3. Barther Bodden, Barth
Stream, Fit and Zingst Stream and 4. Grabow) (see Figure 1).

Baltic Sea

Bodden

Figure 1: Map over the Darss-Zingst Bodden chain

For each Bodden lake a separate water budget balance equation is constructed. Then, the four equations build up
an coupled equation system. The water budget of a Bodden lake is determined by components like the water ex-
change with the two neihbouring Bodden lakes or respectively the Baltic Sea, the precipation, the evaporation, the
river inflow and the net storage or respectively the loss of water during the time period of investigation. The water
exchange between the Bodden lakes (inflow and outflow) are the unknown components in the water budget balance
equations. The sign of the water exchange component decides about inflow and outflow.

The precipitation and river inflow data are taken from the surrounding measure stations. They are weighted by the
corresponding Bodden area. Available data of precipitation and river inflow are daily data. The storage or the loss
of water in the individual Bodden lakes during the investigated time period is calculated using differences of water
levels. Daily water level data of the Bodden lakes are calculated from hourly measured data. The rate of evapora-
tion over the water surface is calculated by an approach of Brutseart (1982). It is a combination of the evapotran-
spiration from the surrounding land and a term for the local advection. The advection term is a function of the
wind speed over the Bodden lakes, the fetch, and the difference between the vapor pressure at the land surface and
the saturation vapor pressure at the lake surface, which can be obtained from the water surface temperature. This
temperature is measured only in the vicinity of Zingst. Thus, that measurements have to be considered as represen-
tative for the whole Bodden lakes. The wind speed over the Bodden lakes is determined by means of the observa-



-11 -

tions at Barth and a application of a wind atlas (Hinneburg et. al., 1997). The evapotranspiration over land is de-
termined using the energy balance at the soil surface. The determination requires the knowledge of the individual
components of the energy balance equation like radiation, fluxes of sensible, latent and soil heat. These compo-
nents are determined using the air temperature, the vapor pressure, the wind speed, the global radiation and the
acceptances of the soil heat flux and the canopy resistance. The energy balance is determined by hourly measured
data, then daily values of the evaporation are calculated. To calculate the advection term an exact description of
the air mass to the transition from land to water is necessary. Here, a southerly and a northerly stream are to
destinguished. If the air is coming from northerly directions, then it is supposed that the air is mainly influenced by
the Baltic Sea, because the land between the Baltic and the Bodden lakes is very small. In this case the calculated
evaporation is based on Data of Zingst. It is located in the north of the Bodden lakes. In the other case (southerly
winds) the evaporation is calculated using data of Barth. All data necessary to determine the water budget are
available since 1981.

3. Results

We calculated the components of the annual water budget as well as of the extreme events, such as periods of
extreme water level rise, of extreme precipitation and of extreme river inflow. In determining the annual water
budget the storage terms were calculated from the water level differences of the beginning and the end of a month.
Extreme events of water level rises are considered as periods with an increase of the water level at the water gauge
Barth from NN (Normal zero) up to the annual 1% percentil. Extreme precipitation periods are considered as pe-
riods with an increase of the precipitation from nearly zero up to the annual 1% percentil and the subsequent de-
crease. Extreme river inflows are defined in an analogously manner. In table 1 different components of the water
budget as water supply and water loss, precipitation, evaporation and river inflow are shown for the annual aver-
age and for the average of periods with extreme water level rises, of extreme precipitation and extreme river in-
flow.

water budget precipitation evaporation river inflow
in 10° m’ in 10° m® in 10°m’
annual 115,6 201,5 287,1
extr. water level rise 4,1 5,2 11,1
extr. precipitat. period 8,0 3,8 6,0
extr. river inflow period | 2,7 2.4 18,8

Table 1: Different components of the Bodden chain water budget for annual investigations and for investigations
of extreme water level rise, extreme precipitation and extreme river inflow periods.

Conclusion

The annual evaporation rate over the Bodden lakes is almost twice the size of the annual precipitation rate. One
reason is probably the high surface water temperature of the Bodden lakes. The water supply of an extreme water
level event amount to about 1/5 to 1/6 of the annual mean.

On average the water supply is almost just as high as the water loss at extreme precipitation and extreme river
inflow events.

References:

Brutseart, W., 1982: Evaporation into the atmosphere. Reidel, Dordrecht.

Correns, M. and L. Mertinkat, 1977: Zum Wasserhaushaltsgeschehen der Bodden siidlich des DarBes und
Zingstes im Zeitraum 1970-1974. Wissenschaftl. Z. d. Univ. Rostock, Mathemat.-Naturwissenschaftl. Rei-
he, 2, 26. Jahrgang, 161-167.

Hinneburg, D., A. Raabe and G.Tetzlaff, 1997: Wind- und Seegangsatlas fiir das Gebiet um Dar8 und Zingst
(D). Wissenschaftl. Mitt. aus dem Inst. f. Meteorol. d. Univ. Leipzig und dem Inst. f. Troposphérenfor-
schung. 5.

Mertinkat, L., 1992: Der Wasserhaushalt der Bodden- und Haffgewisser Mecklenburg-Vorpommems. Unterla-
gen des BSH, Rostock.



-12 -

RETRIEVAL OF CLOUDS WATER CONTENT USING SATELLITE DATA
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Using specially developed methods of retrieval of the meteorological characteristics on the basis of
multispectral satellite information the estimation of Cu and Ch water content and liquid water path (LWP) over
territory of Poland and Nortn-West of Russia in summer 1997 is conducted. The correlation between clouds
water content and precipitation is investigated. On a particular example possibility of using of the multispectral
satellite information for monitoring floods and estimation of clouds water content and LWP is demonstrated.

Alongside with clouds water content the estimations of such characteristics as clond top temperature, cloud top

height, cloud thickness and cloud fraction are obtained. The estimation of splashing down zones on territory of

Poland in the summer of a 1997 is conducted. Is shown that the results obtained on the basis of the satellite data
will be well agreeed the data obtained using ground meteorological observations.

The offered methods allow to carry out operating estimation of water content and LWP and recognition of
praecipitans clouds.
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SNOW IN THE BALTIC BASIN - DIAGNOSTICS AND MODELLING

Lars Bengtsson, Water Resources Engineering, Lund University
S-221 00 Lund, Sweden, email: lars.bengtsson@TVRL.LTH.se

Snow is extremely important for the hydrology of the Baltic basin; in the northern and eastern
parts the snow dominates the hydrology in the sense that most of the annual runoff volume
occurs as a consequence of snowmelt. When there is snow on the ground, the radiation ex-
change with the atmosphere is different from during non snow covered conditions; and when
there is snow on the ground there is no groundwater recharge.

While there is a permanent snow cover throughout the winter in the northern and eastern parts
of the Baltic basin, in the south some winters the snow cover only stays for shorter periods;
the snow may disappear and re-appear during a winter. The regional snow distribution is
shown in the paper including the annual variability. The snow is not evenly distributed within
a river basin because of temperature and precipitation variations with height, and because of
snow drift and interception. Most snow is found in forest openings. Examples are shown.

The river regimes in the Baltic basin are determined or highly influenced by the snow condi-
tions as is shown in the paper; the influence is different in small and in large basins. Extreme
flows are related to different types of generating events. In the large river basins the very high
flows occur when there is much snow and the snow melt occurs late in spring. In small basins
rain on snow, although rare, causes very high stream flows.

Since there are many lakes within the Baltic basin, and the lakes influence the hydrology in
attenuating flows and retaining high regional evaporation losses also during dry periods, lake
ice and snow on ice are included in this paper about snow in the Baltic basin. Lakes may re-
main ice covered also after most or all of the snow in a river basin has disappeared. There may
be inundation because of ice blockage at lake outlets or in river bends further downstream.
Some statistics of lake ice thickness are given. The ice strongly effects the heat balance of a
lake. These effect is shown in the paper using observations and heat balance calculation.

Time scales in snow hydrology range from the length of the snow covered season (months or
half the year) down to the time required for a moisture flux to move through a thin ripe snow
cover (hour or less than an hour). The spatial scales include distances from the short travel
distance of overland flow to storm water inlets in urban environments, over hill slopes length
in forests, over the size of open fields, to sub-basin scales or even to full large river basin
scales. It is discussed in the paper, when and in what way different snow processes need to be
accounted for when computing runoff, and which resolution is required.

Different kinds of snow models are reviewed including simulation routines for snowmelt and
refreezing as well as for severe winter conditions. The snow models are coupled to runoff
models and it is discussed which models that are suitable for different purposes and for simu-
lating hydrologic processes in different environments.

Finally the water balance of different regions within the Baltic basin is compared for years
with long and short lasting snow cover, since the snow and the ice not only control the river
basin runoff but also influence the evaporation losses.
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Climate modelling of the Baltic Sea catchment area

Lennart Bengtsson, Max-Planck-Institute for Meteorology, Bundesstrasse 55, D-20146 Hamburg,
Germany, e-mail: bengtsson@dkrz.de

Despite the fundamental importance of water for society, we still have insufficient knowledge of the
different components of the hydrological cycle; precipitation, evapo-transpiration, storage of water in
lakes and aquifers and river run-off. Even more difficult is it to determine how the hydrological cycle
may change in a future climate with an altered concentration of greenhouse gases, ozone and aerosols
caused by anthropogenic influences. Major scientific efforts are now being devoted to increasing our
knowledge in this important field. This research is being undertaken over a broad area, incorporating
major observational programmes and different indirect ways to estimate the hydrological cycle with
the help of advanced numerical models. Precipitation has a very fine, almost fractal scale, and is vir-
tually impossible to sample from the standard synoptic stations. Measurements are almost exclusively
confined to the populated land areas of the earth. For the ocean areas conventional precipitation data
are missing. An efficient approach to improve our understanding is to apply a combination of high
resolution numerical modelling and systematic observations studies of the different components of
the hydrological cycle. The BALTEX programme is here particularly suitable since it incorporates a
proxy ocean area.

The numerical experimentation programme for BALTEX has undertaken a series of numerical mod-
els at different resolution. I will in the presentation mainly use results from hydrostatic models at
ultra high resolution, equivalent to a meshwidth of 10-20 km, but integrated for several months. Nor-
mally, the high resolution models have been forced by operational analyses at the boundaries at 6
hours resolution.

Validation against high resolution precipitation data show in general a very good agreement, assum-
ing the synoptic pattern is correct, but indicates generally a slightly higher precipitation rate (5-10%)
than observed. It is suggested that this is probably due to prescribed SST data for the Baltic Sea which
cannot adjust fast enough to changing weather conditions. Coupled model integration show slightly
weaker fluxes and hence reduced precipitation. Cloud and radiation in the model integrations vary
much more than precipitation with some pronounced systematic model differences. Water vapour has
been validated against high time resolution GPS measurements of vertically integrated water vapour.
Agreement is surprisingly good but with an indication of slightly more water vapour in the model
data.

The largest model differences concern soil moisture and the water storage capacity in the soil. For
models where the soil water is properly initialized, simulation of river flooding such as in Odra in
July and August 1997 is surprisingly well reproduced.

The high resolution models have also been tested in a climate mode, where boundary data instead is
obtained from a global general circulation model simulation. As in previous investigations, results
show a strong dependence of the global model. Large scale systematic errors in the global simulation
may thus effect the limited area results in a detrimental way.
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CORRELATION OF PRECIPITATION ESTIMATES DERIVED FROM THE
GOTLAND WEATHER RADAR AND THE DMSP SSM/I DURING BALTEX PIDCAP

Ralf Bennartz
Institute for Space Sciences
Free University of Berlin
Fabeckstrafle 69
14195 Berlin
Germany

Daniel B. Michelson
Research & Development
Swedish Meteorological and Hydrological Institute
S-601 76 Norrképing
Sweden

During PIDCAP data from the Gotland radar were sampled, timed according to the overpasses of the Defense
Meteorological Satellite Program (DMSP) satellites F10, F11, and F13. These satellites carry the Special Sensor
Microwave/Imager, a multi-channel microwave radiometer suitable to detect and quantify precipitation. Three
dimensional volumes of reflectivity data were collected from the Gotland weather radar. This allowed for
precipitation estimates at different altitudes. The radar and SSM/I datasets were combined using methods which
accounted for the frequency-dependent, low spatial resolution of the SSM/L In order to avoid ambiguities within
the SSM/1 data, the dataset was reduced to measurements over sea with no influence from land.

The derived dataset reveals insights in the detectability of precipitation at different spatial scales as well as in
problems associated with the combination of SSM/I and radar data, e.g. for the purposes of validating SSM/I
data. Comparing the combination results for CAPPI and Pseudo-CAPPI image types, it is shown that the use of
Pseudo-CAPPI imagery gives unrealistic correlations of SSM/I with radar data at low altitudes, since Pseudo-
CAPPI data consists of data measured at higher altitudes at distant ranges. For low altitude CAPPI data, the
covered region is limited to a small circle around the radar where almost no combined data are found for the
low-frequency SSM/I channels. For altitudes above 2 km and up to the top of the precipitation systems, high
correlations between SSM/I and radar data are found. Correlation coefficients exceed 0.7 at the SSM/I
frequencies 19 GHz and 37 GHz for the entire dataset. At 85 GHz highest negative correlations are found at
altitudes around 7 km, reflecting the dominant influence of scattering from precipitation-sized ice particles.
These general features, however, vary strongly for different meteorological situations.
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INTERNAL MODEL VALIDATION - A NECESSITY FOR CONFIDENCE IN
WATER BALANCE PARAMETERISATION

Sten Bergstrom, Swedish Meteorological and Hydrological Institute, Norrkdping, Sweden
e-mail; sbergstrom @smbhi.se

Climate modellers as well as hydrological modellers are well aware of the uneasy feeling of suspicion
that their models are suffering from compensating errors. The statement that the model might be right
for the wrong reason is one of the more popular in the modelling debate. Nevertheless the problem is
often overlooked as long as the end result by the model is acceptable. This attitude may be accepted in
weather forecasting or hydrological simulations when the climate is stable. It is, however, dangerous in
a changing climate where the role of some of the processes may change. If the aim is to understand the
water and energy cycle of the Baltic basin, as is the case within BALTEX, we definitely have to address
the problem. We need do be able to describe each individual process realistically and with confidence.
Internal model validation has been pointed out in the BRIDGE plan as a way towards this goal.

The problem of internal validation of the individual physical processes of models is a complex one.
Normally lack of representative data on the same format and scale as in the model is the main obstacle.
Sometimes, as in the case of soil moisture, differences in definitions and scientific jargon hinders the
process. In water balance parameterisation the most relevant variables to analyse are snow pack and soil
moisture storage. Snow data are normally available as depths only or as the areal extension of snow.
More seldom basin-wide observations of snow water equivalents can be used except for in basins with
great economic importance, as those used for hydroelectric power production. Soil moisture data are
even more rarely found, but some records can be found from small scale research basins, in particular
collected during the intense data collection periods of the International Hydrological Decade and
Programme (IHD and IHP). The problem is to make optimal use on these data so that they can be
integrated into the validation process.

It is not realistic to believe that we will be able to compare the grid square output from a climate model
with direct observations of snow and soil moisture over the grid. It is, however, possible to look at the
parameterisation isolated and to compare with observations. This has been done several times in
hydrological modelling with encouraging and sometimes surprising results. Examples of internal
validation of the snow component of the HBV-model can be found in the work by Sandén and
Warfvinge (1992), Braun et al, (1994) and Lindstrom et al. (1997). Soil moisture simulations have
been validated internally by Andersson and Harding (1991) and by Sandén et al. (1992) among others.
Examples from these works will be shown in the presentation. In cases basin runoff is dominated by
snowmelt, validation of the runoff simulation can be considered as a relatively good validation of the
snow component of the model. This is the situation in many of the rivers of northern Scandinavia.

One way of bridging the scale gap between small research plots and climate models would be to use the
more scale independent hydrological models as communication link. This means that these models are
carefully tested on the best small scale observations we can find. This will, at least, answer the question
whether we have the fundamental dynamics right. After this process we will hopefully have increased
the confidence in these models, and are ready to use them for validation of courser scale atmospheric
land parameterisation of climate models.

The BALTEX programme is now facing the problem of internal process validation of its models. This
must be done carefully so that we do not conserve approaches which are not physically sound but
develop realistic parameterisation schemes. Even though the scale problem is a difficult one to solve
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when comparing model results with observations, we must not neglect the information value of
observations in this process.
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TRANSPORT OF DENSE, NEAR-BOTTOM WATERS IN THE STOLPE CHANNEL
AND RELATED MESOSCALE HYDRODYNAMIC STRUCTURES.

Agnieszka Beszczynska-Méller, Institute of Oceanology PAS, Poland
81-712 Sopot, Powst. Warszawy 55, E-mail: abesz@iopan.gda.pl

Investigations in the Stolpe Channel area have been carried on for last decade during regular cruises by 10 PAS.
Main purpose was monitoring of the near-bottom transport of dense, high saline waters inflowing from the
Bomholm Basin. Horizontal resolution and frequency of these measurements were usually not sufficient to observe
the mesoscale features with the scale of baroclinic Rossby deformation radius. Since 1994 intensified field
programme has been introduced with special attention paid on high-resolution CTD transects laying between the
Bomholm Deep and Gdansk Basin, especially in vicinity of the Stolpe Sill and in the Stolpe Channel.

The Stolpe Channel plays substantial role as the only possible way for deep transport of inflowing, oxygen-rich
and highly saline, waters from the Bomholm Deep towards the downstream basins of the Baltic. But overflow
from the Bornholm Basin to the following channel is strongly dependent on the halocline height above the sill depth
(60 m) and the salinity differences between deep layers of these pools. Moreover, deep water transport through the
Stolpe Channel is controlled by the direction and speed of dominating winds (Krauss and Briigge, 1992). Inflow to
the Stolpe Channel as a result of the filling up the Bornholm Deep with dense, saline waters and rising the
halocline above the sill depth is observed mainly during the major inflows (last in January 1993). The high-
resolution CTD measurements, comprising part of the Bornholm Basin, the Stolpe Sill and being continued in the
Stolpe Channel revealed other possible mechanism of the dense waters transport over the sill. Different stages of
the overflow of saline waters along the sill slope, separating the dense plumes and further transport within the
Stolpe Channel support an idea of the 'splash-like' character of deep water flow in the downstream direction. The
time series of near-bottom currents together with salinity changes (fig. 1), obtained during measurements at the top
of the Stolpe Sill in 1997, are good confirmation of earlier conclusions based on salinity/density distributions.
During such events maximal salinity observed over the sill can rise significantly (more than 3 - 4 psu over the
mean value for stagnation period, reaching up to 16 psu), which is followed by strong decrease of salinity
(sometimes to less than 9 psu) during next stage. Separated lenses of the dense, highly saline water originating
from the Bornholm Basin are transported along the eastern slope of the sill. Although 'going-on' generation of the
isolated plume is rarely caught during field measurements (because of short lasting of this event), the water bodies
with high salinity and often anomalous temperature are commonly found along the Stolpe Channel axis. Such
mechanism of dense water transport, possibly due to wave-like or other mesoscale motions in the Bornholm Basin,
has a great influence on deep flow in the Stolpe Channel.
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Fig. 1. Time series of salinity [psul, direction [deg] and velocity [m/s] of current
in near-bottom layer over the Stolpe Sill, September 1997.
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Dense-water transport in the deep channels may be approximated by a sum of the density- and wind-driven
component (Elken, 1996). Irregular dense water inflow from the Bornholm Basin together with variable wind
forcing may result in development of the mesoscale peturbations of the deep flow. Saline water plumes, entering
into the Stolpe Channel, do not propagate continuously along the channel axis but are stopped probably by the
bottom topography. As a result high energetic baroclinic eddies with scale of Rossby radius are formed in deep
layers, being a reason of significant displacement of the isopycnals. Such circulation patterns were observed either
in shape of first mode eddies (characterised by isohalines apraisal in the centre - fig. 2a) or second mode lens-like
density structures (fig. 2b) with isohalines lifted up above the halocline and shifted down below (in agreement with
classification by Elken, 1986). Repeated CTD transects allowed to estimate the lifetime of the eddy disturbance on
more than week (in some cases structure observed with several days interval remained stable with only little
transformation). Distributions obtained during several cruises showed existence of peturbations with diameter
about 40 km (November 1995) as well as less extended structures with diameter comparable with channel width
(10 - 20 km, February 1996, January 1997, March 1997, November 1997). Maximal displacement of isopycnals
characteristic for observed eddies exceeded 20 m. Around the eddy core, where rotational speed is maximal,
regions of intensified mixing were clearly visible as well as small bodies of water circulating at the eddy
periphery. Within the deep lenses water of anomalous temperature was found, originating not only from the
Bornholm Basin deep layers but in some cases also from upper saline layers of the Gdansk Basin during the
opposite flow under unfavourable wind conditions.
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Fig. 2. Distribution of the isopycnals within first (fig. a) and second (fig. b) mode eddy in the Stolpe Channel.

High-resolution CTD transects, comprising the Stolpe Channel and Gdansk Basin, revealed that together with
weak cyclonic circulation in background (assumed on basis the raising of isohalines) the dense water plumes can
be transported (if only they are intensive enough) into the Gdansk Basin. Such pattern of circulation is in a good
agreement with assumption about buffering role of the Gdansk Basin for the downstream transport.

Besides of mesoscale eddies with well-developed density structure, wave-like disturbance of halocline with
different vertical amplitude and horizontal scale were observed in the Stolpe Channel during high-resolution
measurements. These energetic fluctuation of the mean deep flow of dense water are suspected to be the
topographic or near-inertial (with period more than 14 h) waves, arising under coupled influence of atmospheric
forcing and bottom topography (presence of sill and bottom roughness). The near-slope current jets identified by
tilted isopycnal at the cross-sections were found, being one of the possible mechanism of generation thermohaline
anomalies in deep layers. Strong mixing and intrusive patterns were observed in regions where halocline contacted
slopes of the channel.

The intensified mesoscale motions (baroclinic eddies, deep thermohaline anomalies, fronts, wave-like phenomena,
current jets) as well as more frequent 'splash-like’ overflow above the Stolpe Sill were noticed during autumn and
winter periods (November 1995, 1997; January, March 1997, February 1996). The absence of thermal strati-
fication (due to autumn cooling and convection) allowed the strong winds to influence directly on deep layers
causing erosion of halocline and intensification of dynamical processes.
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THE METEOROLOGICAL OBSERVATORY IN LINDENBERG AND
THE LITFASS FACILITIES - A CORE BASE FOR A BALTEX
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E. Beyrich, Meteorologisches Observatorium Lindenberg, Deutscher Wetterdienst,
D-15864 Lindenberg, Germany, email: fbeyrich@dwd.d400.de
J. Neisser, Meteorologisches Observatorium Lindenberg, Deutscher Wetterdienst,
D-15864 Lindenberg, Germany, email: neisser@mol.dwd.d400.de

The German Weather Service (DWD) currently runs a five-year research program (LITFASS = Lindenberg
Inhomogeneous Terrain - Fluxes between Atmosphere and Surface: A Long-term Study) in order to determine the
area-averaged turbulent fluxes of energy and momentum over a heterogeneous landscape around Lindenberg. These
fluxes shall be representative for a horizontal scale of about 10 km (while the typical patch scale is between 102 to 10
m) corresponding to the size of a grid cell in the present operational NWP model of the DWD. The LITFASS-project
is closely related to the BALTEX program since

- the scientific goals of LITFASS meet some of the BALTEX objectives, in particular concerning the atmosphere - land
surface coupling (long-term monitoring and process studies), the formulation of high-resolution atmospheric models,
and the development of scale aggregation schemes for treating small-scale non-homogeneity in the surface
characteristics,

- the topography around Lindenberg is typical for large regions of eastern Central Europe and hence for a major part of
the southern BALTEX area.

The LITFASS experimental area is centerced at the Meteorological Observatory in Lindenberg, a research department
of DWD. The monitoring program of the observatory includes a standard synoptic weather station, standard
radiosoundings four times a day. a comprehensive radiation measurement program (BSRN station), and the operation
of two wind-profiler / RASS systems (1292 MHz, 482 MHz for remote wind and temperature profiling over height
ranges of 0.2 ... 4 km and 0.5 ... 12 km, respectively). Currently, a boundary layer field site close to the observatory is
becoming operational including a 100 m meteorological tower, a surface layer profile mast, a radiation measurement
complex and a test field for the measurement of soil temperature, soil moisture and ground heat flux. Within the frame
of LITFASS, a hydrological monitoring program has been set up in the Lindenberg area including measurements of the
run-off and precipitation at about 10 respectively 20 locations. By the end of 1998, a network of five energy budget
monitoring stations will be installed over different types of surface (meadow, agricultural fields, forest, lake) for
determination of the surface energy fluxes employing different types of SVAT models.

In May-June 1998, a field experiment will be carried out in the Lindenberg area within the frame of LITFASS but with
strong emphasis on the BALTEX process study strategy stimulated by a close cooperation with GKSS Geesthacht.
Turbulent fluxes which are representative for different horizontal scales will be derived from eddy-correlation
measurements over different types of land surfaces, from spatially integrating scintillometer measurements of structure
function parameters, from remote sensing data, and from airborne measurements using the HELIPOD sonde and
high-resolution aircraft instrumentation. Special attention is also given to water vapour and cloud measurements using
ceilometers, different types of lidars (DIAL, Raman lidar), a cloud radar, a cloud video-camara and microwave
radiometry. Areal precipitation information will be available from the weather radar at Berlin, about 65 km to the north-
west of the experimental area. Details of the experimental design and of the data evaluation strategy will be presented
in the paper.

The LITFASS monitoring program will be continued over the next three years thus covering BRIDGE, the main
BALTEX experiment. The Lindenberg and LITFASS facilities are offered to the BALTEX community for a
cloud/precipitation - land surface experiment to be conducted in summer, 2000.
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INTRODUCTION

In order to improve the understanding of the susceptibility of the Baltic Sea to external forcing, greater
knowledge of the interaction between coastal and offshore areas in the overall material balance, is required.
This, in turn, calls for knowledge about the wave climate because the waves often act as the main agent for
material transport. The present study constitutes a first step in this respect and the results are employed in the
BAltic Sea SYstem Study (BASYS), which is a major research project sponsored by the European Union aiming
to investigate the sediment and material dynamics in the southern Baltic Sea. In general, wave information from
the southern Baltic Sea is scarce and no long-term observations exist from which a wave climate may be
determined. Thus, there is a need to employ numerical modeling technology to obtain the long-term wave
climate, and this forms the main objective of the present study.

The numerical spectral wave generation and propagation model WAVAD (see e.g., Resio 1981, Resio and Perrie
1989) was used in this study together with measured time series of wind to derive the wave climate over 19
years at different sites in the southern Baltic Sea. WAVAD uses a computational grid discretized in quadratic
elements to calculate wave generation, propagation, and decay in both deep and shallow water. From input of
wind speed and direction at user-specified time intervals together with a bathymetry grid, the model calculates
the evolution of the directional-frequency spectrum, from which wave heights, periods, and directions can be
derived. WAVAD has been validated against a large amount of field data (Hubertz et al. 1991) and is a third-
generation wave model, which implies that there are no a priori assumptions about the spectral shape. Instead,
the spectrum is allowed to develop freely using a discrete spectral formulation. The computational grid, of
resolution ~ 15 km?, together with location of wind and wave measurement gages, are shown in Fig. 1.

PROCEDURE AND RESULTS

Prior to the long-term wave simulations, the model was validated against wave measurements from one site off
the south Swedish coast (Kaseberga) and two sites off the Polish coast (Lubiatowo and Kolobrzeg). The
validation showed that the model is capable of accurately predicting the significant wave height and peak
spectral wave period and direction from the input of wind data and bottom topography. A comparison between
measured and calculated significant wave heights (Hy,) from the Swedish south coast is shown in Fig. 2.
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The frequency spectrum could also be calculated with acceptable accuracy (Fig. 3), whereas predicted
directional-frequency spectra typically displayed less directional spread than what was measured, most likely
depending on simplified spatial variation of the input wind field. Afier model validation long-term simulations
were performed with WAVAD using 19-year long time series of wind data as input (measurements every 3 hr).
In Fig. 4 is the calculated wave climate presented at four sites, that is, in the outer part of Pomeranian Bay and
outside the Polish, Lithuanian, and Latvian coasts.
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The water depth was around 20 m at all locations were the long-term wave climate was obtained. The
simulations produced 19-year long time series of Hyn, Ty, and 6, every 3 hrs, from which empirical distributions
were derived. Fig. 4 shows the directional distribution for A, <1.0 m and H.,,>1.0 m at each of the four studied
sites. The SW and W components are dominant at all locations, especially at the locations outside the Polish,
Lithuanian, and Latvian coasts. Thus, even though the fetch lengths are greater in the northern direction for
these locations, the properties of the wind climate, i.e., dominant W and SW winds, determine the local wave
climate characteristics. As seen in Fig. 4 there is a difference in the prevailing wave direction for respective
location, not only because of the wind climate, but also depending on the geometry of the southern Baltic Sea.
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In order to demonstrate the suitability of ground based remote sensing for detailed boundary layer studies
including the investigation of turbulent tranport processes an extended field test was performed. The experi—
ment was tied to ASEPS, which was conducted as a pilot experiment in the frame of BALTEX in September
1996 on the island of Gotland. The MPI installed a Wind Temperature Radar (WTR), which is a small versi—
on of an FM—CW-Rass for wind and temperature profiling, and the DIAL for water vapor measurements. In
addition a Micro Rain Radar and a ceilometer have been operated at the field site, which was ideally located
close to the shoreline on a rather flat peninsula. On the nearby small island of Ostergarnsholm the groups of
A.S. Smedman from Uppsala and J. Hojstrup from Risé performed in situ flux measurements during part of
the experiment time.

After initial problems with some of the subsystems all instruments performed well, about 140 hours of high
resolution data for combined vertical wind and water vapor profiles has been collected on 18 days. It was
possible to run the combined systems almost continuously over more than a day, precipitation and fog were
the main restrictions for the lidar operation except for rather short service periods. The WTR was alternating
between two modes, in one of which high resolution vertical wind profiles were acquired for about 90 min,
and in the other the wind vector field with lower resolution was measured for about 30 min.

The quantities which can either be measured directly or derived from the combined high resolution data in—
clude:

average profiles of wind (vector), temperature, and humidity

variance profiles of vertical wind and humidity (with 10 s temporal and 60 m vertical resolution throughout
the boundary layer)

covariance (flux) profiles of water vapor—vertical wind

boundary layer height

The data analysis is still in progress, since new tools have to be developed for interpreting the wealth of data.
As just one example Fig. 1 shows latent heat flux profiles retrieved from the high resolution wind— and hu~—
midity data using the eddy correlation technique. The systematic differences in the flux profiles from 4 se—
lected profiles on a single day demonstrate very clearly that this technique, which was developed at the MP1
[Senff, 1994; Bosenberg, 19971, is a powerful tool for the investigation of small and mesoscale processes in
the lower troposphere. It should be particularly emphasized here, that the combination of data from the 2
active remote sensing instruments is the most important advantage of this new measurement approach, and
that high performance is required from both instruments to achieve the necessary accuracy and resolution.

The wealth of data in particular on the vertical distribution of many crucial parameters which has been ob—
tained in this first field experiment with the new remote sensing instruments have led to strong efforts to use
these data for comparison with output from mesoscale models. A period from this experiment has been se—
lected for comparison of different high resolution models in a joint European project, for a future similar ex—
periment close cooperation between modelers and experimentators has been established (PEP in BALTEX,
NEWBALTIC). It is expected that these comparisons will lead to significant improvements of the under—
standing of the atmospheric water cycle at least for the experiment area.
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Figure 1: Four selected profiles of the vertical water vapor flux on September 13, 1996, each averaged over
approx. 1 hour. Selection has been made to represent different conditions occuring during a single day.
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1. Introduction

e BALTEX is one of the five Continental Scale Experiments of the Global Energy and Water Cycle

Experiment (GEWEX). Its major tasks are the determination of the water and energy cycles over the Baltic
Sea and its catchment areas, to develop a coupled ocean/land/atmosphere model and to develop transportable
methodologies in order to contribute to basic needs of climate- and environmental research. Within
BALTEX the regional model REMO is used to determine the energy and water budgets over the Baltic Sea
and its catchment areas with high spatial and temporal resolution. REMO is based on the ,Europa Modell*
of the German Weather Service.

Validation of models is an essential component of any scientific forecasting system. Validation is necessary
to assess the state of the art of the model, to improve parameterisations and to provide users with information
needed to make use of the forecasts.

Within BALTEX three main research periods have been defined to set up models and to calculate energy
and water budgets : Winter 1986/87, 1992/1993 and the PIDCAP (BALTEX Pilot Study for Intensive Data
Collection and Analysis of Precipitation) period. In this study model output for June 1993 and for the
PIDCAP period are taken to compare the model results with observational data.

2. Data

For the above mentioned periods the national services of 10 countries whose territory lies in the Baltic Sea
catchment area have provided all available observations of precipitation gauges and synoptical stations. The
data is stored at the BALTEX Meteorological Data Center (BMDC) which was established at the German
Weather Service in Offenbach, Germany. Data from the Baltic States, Russia, Belarus and Poland were first
collected at the BALTEX Secretariat at GKSS Research Center in Geesthacht, Germany. For the PIDCAP
period data from over 7000 precipitation stations and over 400 synoptical stations are available and were
used in this study.

Model simulations for June 1993 and PIDCAP were carried out using REMO with a horizontal resolution of
1/6° (approx. 18 km). Initial and boundary conditions for REMO were provided by hourly data from
REMO (1/2° horizontal resolution) which in turn was driven by analyses on a 1/2° grid obtained from the
German Weather Service (DWD). Consecutive 30 hr forecasts starting each day at 0 UTC were performed.
For the PIDCAP period we also used analyses data for the HIRLAM model directly as initial and boundary
data. These data were provided by the Danish Meteorological Institute.

3. Results

Regarding the monthly mean values over the entire model area (Tab.1) we find that the model overestimates
the 2m air temperature in June 1993 and August 1995 by 0.7°C and 0.4°C, respectively. In September
1995 the difference between the model and the observations vanishes and in October 1995 the model
underestimates the observation by 0.3°C. The dewpoint is underestimated by the model in all four months.
The difference between air temperature and dewpoint is a measure of humidity. The difference between
model and observation of this quantity is positive in all four months, indicating that the model it is too dry
in the 2m level compared to the observations. The mean monthly differences are relatively small and they
are very general measures of the accuracy of the model. Not only for hydrological purposes regional values
and daily or 3-hourly values are much more interesting and show a more complex behaviour of the model.
A daily cycle in the differences between the model and the observations and regional differences can be
found. During night time the dewpoint is underestimated up to 2.8°C. In contrast during daytime the
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dewpoint is overestimated by the model up to 1°C. There seems to be a correlation of these differences with
precipitation and cloud cover.

The comparison of daily sums of precipitation for all those grid boxes where measurements were available
shows a quite good agreement in the day to day variation of the precipitation but the model systematically
overestimates the amount of precipitation (Fig.1). There are also sometimes differences in the geographical
distribution of the precipitation, even on days when the areal averages over the whole catchment area are
quite close to the observed values.

Observation REMO Difference
_ _ (REMO - Obs.)
Temperature (2m) °C 17.5 17.9 + 0.4
August 1995 Dewpoint (2m) °C 11.7 11.1 - 0.6
Pressure (surface) hPa 1014.4 1013.8 - 0.6
Precipitation mmd” 2.0 2.5 + 0.5
Temperature 2m) °C 12.7 12.7 0.0
September 1995 | Dewpoint (2m) °C 9.1 8.8 - 03
Pressure (surface) hPa 1012.5 1011.2 - 1.3
Precipitation mmd” 2.7 35 + 0.8
Temperature (2m) °C 10.2 9.9 - 03
October 1995 Dewpoint 2m) C 73 6.7 - 0.6
Pressure (surface) hPa 1019.1 1019.1 0.0
Precipitation mmd” 1.1 1.6 + 0.5

Table 1: Monthly mean values of 2m air temperature, 2m dewpoint surface pressure

averaged over all REMO grid boxes where the specific measurements are available.
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Fig. 1: Daily sums of precipitation, averaged over all REMO grid boxes where measurements are available.
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Assessment of flood risk in the lower Odra river region

Wiadyslaw Buchholz, Dorota Dybkowska-Stefek,
Maritime Research Institute, Szczecin Branch, Poland

Stages and flows within the lower Odra river network are determined from one side by sea

level and winds, from the other by waters’ inflow from upstream.

Odra river mouth reach is under strong sea influence. Low and mean flows of Odra have no
greater importance for the distribution of stages in it. For low flows in Odra and strong winds
from north-western sector a storm swell can be noticed upstream even up to Gozdowice

cross-section. A swell amplitude, after passing along Szczecin Bay is decreased, then —

mowing subsequently upstream — increases again. During storm swells maximum stage
increments at Widuchowa cross-section are often as high as at the sea. Flood waves mowing

downstream the lower Odra are flattened by Miédzyodrze polders and do not make an essential
flood eminence. High flows in Odra produce smaller stage increments downstream to Gryfino

than average storm swells.

Assessment of flood risk in the lower Odra river network was done on the basis of analysis of
the ‘97 flood wave and storm swells of the few last years. The analysis quotes the results of

simulation of these events using the model of unsteady flows in the lower Odra river network.

Considering *97 flood wave passage downstream the lower Odra an attempt of estimating

impact of the Mi€dzyodrze polders on it was made.

Assessment of flood risk in the lower Odra river network was performed on the basis of water
level hydrographs provided by Maritime Institute network of gauge stations. In this network
water stages are measured in continuous way at 23 cross-sections. The Maritime Institute

network of gauge stations is shortly presented.
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Evaporation is a major term in the energy and water cycle of the Baltic Sea. In the present study
the evaporation was estimated from interpolated fields using a bulk parameterization according to
E = —p Cg Uy Ag,

where p is the air density, Cg the bulk transfer coefficient for water vapor, Up the wind speed at a
height of 10m, and Agq the difference of specific humidity air-sea.

Wind speeds at a height of 10m were estimated from geostrophic winds by using ageostrophic coeffi-
cients, defined as the ratios of 10m to geostrophic wind speed. They were derived by a comparison
of analysed geostrophic wind fields with wind observations performed on voluntary observing ships
in 1992-1993. The ageostrophic coefficients depend on the distances to the coast with onshore and
offshore winds. That accounts for the effect of changing roughness in the coastal zone on the wind
speeds at 10m height and results in a decrease of evaporation in coastal waters. An example of the
estimated ageostrophic coefficients is given in Figure 1. The calculated wind speeds at 10m height agree
well with ship wind observations, which were not used to evaluate the ageostrophic coefficients (Figure 2).

To investigate the influence of the boundary layer parameterization on evaporation several parameter-
ization schemes were applied on the data (Table 1). The resulting mean annual evaporation rates for
1992-1994 range from 458 to 664mm/y depending only on the chosen parameterization scheme.
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Figure 1: Ratio of the 10m to geostrophic wind
o8 1 speed as a function of the distance to the coast with
o7t ] offshore winds. The bars indicate the variability due

0.65¢

Ufobs) / Ugeo)
e £ o
v k) ]

o
a
&

o
&

10 50 &80

20 30 40
distance to coast with ofishore winds [km]

L] 5

10 15 20 25
wind speed U [m/s)
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height in 1994.
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| Boundary Layer Model I Cp of | Cy and Cg of | evaporation [mm/y] |
(1) Liu and Blanc(1984) Kondo(1975) roughn. Reynolds no. 617
(2) Liu and Blanc(1984) Smith et al.(1992) | roughn. Reynolds no. 567
(3) Large+Pond(1981,82) | Large+Pond(1981) | Large+Pond(1982) 501
(4) Smith(1988) Smith(1980) DeCosmo et al.(1996) 458
(5) Smith(1988) Smith et al.(1992) | DeCosmo et al.(1996) 461
(6) no no Bunker(1976) 664

Table 1: Mean annual evaporation for 1992 to 1994 estimated from the IfM Kiel analysis using different
boundary layer parameterizations as given in the Table.

More in detail Figure 3 shows the differences in evaporation for three of the parameterization schemes
(1, 4, and 6, see Table 1). Differences are of the order of 25 % and more even for small air-sea humidity
differences. Generally deviations between the schemes are smaller for stable than unstable stratification.

From Figure 3 it is obviously that the boundary layer parameterization used by Bunker et al.(1997)
(scheme 6, Table 1) produces for unstable conditions an extreme overestimation of evaporation for wind
speeds exceeding about 10m/s at air-sea temperature differences of -2K. Because Figure 2 depicts that
wind speeds over the Baltic Sea are often higher, an overestimation in evaporation is to be expected
using this parameterization. That agrees well with results of a study of Isemer and Hasse (1987). Using
the model of Liu and Blanc (1984) in its original formulation (scheme 1, see Table 1) instead of Bunker’s
coefficients gave only slightly smaller rates of evaporation. Furthermore it is the only one of all schemes
investigated in the present study, where the resulting evaporation depends strongly on the chosen drag
coefficient (Table 1), although different drag coefficients lead to minor changes of stability only. Thus,
it can be assumed that annual evaporation rates estimated by using boundary layer parameterization
schemes of Smith(1988) or Large and Pond (1981/1982) are more reliable.
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Abstract

The hydrological elements of a river basin are formed under the direct influence of atmospheric climate. In recent
years, there has been an increasing concern of the changes in global climate induced by greenhouse gases,
especially CO,. One of the most significant potential consequences of climate change may be alterations in the
regional hydrologic cycles

This paper describes the application of the HBV model for the simulation of hydrological consequences of climate
change in the Lielupe River basin in Latvia. The input data for the HBV model are the daily values of
temperature, precipitation and the monthly means of potential evapotranspiration.
In the process of work, the observed meteorological input data were modified on the basis of a General
Circulation Model (GCM). Results represent doubling of the natural carbon dioxide (CO, ) content in the
atmosphere, these conditions can be observed around the year 2050.
For modifying the meteorological data the UK GCM transient experiment and GCM "GENESIS" results were
used.
Modified for climate change, the meteorological data were entered into the cahbrated HBYV model and the daily
runoff values were calculated for a period of 10 years.
The Lielupe River is the second largest river discharging into the Gulf of Riga: its drainage basm is 17,600 km2.
The basin was divided into 13 subbasins. The Sudrabkalni subbasin with the best calibrations results was used in
the first stage of the work.

A comparison of the modified for climate change runoff with the modelled for normal conditions and observed
runoff presented a possibility to make some conclusions about the proposed changes in the river regime.

The monthly distribution of the observed and modelled for climate change flows reflects the consequences of
generally more humid conditions (Fig.1)
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Viesite-Sudrabkalni (1984-1993)
The modelled for climate change flow in the winter months becomes higher and coincides with rising temperature.
The spring snowmelt shifts to earlier periods . A smaller rise of flow is observed in the summer months (Fig.2).
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The distribution of the annual mean flow values shows the same pattern for the whole investigated period as it was
noted by the general view. An increase of the annual mean flow as a result of climate change is observed .
Table 1 presents the observed and modelled values of annual mean flow using climate change scenarios.

Qobs(nB/y | Qmimd/y | Qtr(md/y | Qgen(md/s)

1984 19 2.0 22 3.8
1985 25 26 2.8 47
1986 3 3.2 35 55
1987 2.7 2.2 25 4.7

25 26 34 55
1989 33 34 35 5.1
1990 3.7 36 4.0 6.1
1991 23 2.1 2.2 41
1992 2.9 2.5 30 4.5
1993 - 2.5 2.8 45

Tablel. Observed and modelled annual flow
Viesite-Sudrabkalni

The calculations made for all subbasins in the Lielupe River basin, yielded similar results as a whole.
The modelling approaches presented have some uncertainties but they have a potential for further
applications and development. For water management purposes, for example, the discharge data should
be converted to river water quality data, which should be applied in small river basin management.
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SOME ASPECTS OF MASS TRANSFER MODELLING
IN VARIOUS COASTAL ZONES
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Coastal areas are especially active in terms of sea - air mass exchange. Such areas play an important role in
investigations of production and dynamics of marine aerosols ( Derks and Stive, 1984; Massel, 1987; Petelski and
Chomka, 1996). The effect of the dissipation of wind-wave energy on mass emission and the model of aerosol
emission within the coastal zone are discussed in the paper. The model is based on a wave-energy equation
(Thornton and Guza, 1982; Thornton and Guza, 1983), where bathymetry is taken into consideration (Chomka
and Petelski, 1997). The effect of the sea bottom profile on aerosol emission is discussed in relation to numerous
implementations of the model. The logarithmic relationship between the total aerosol emission flux from the
coastal zone and the tangent of the bottom slope is demonstrated, and the total aerosol emission from a coastal
zone with a smooth sea - bed is compared with that from a coastal zone with a rough bed.

A lot of calculations were carried out to obtain the values of aerosol flux for variety of the sea bed. In each case
different characteristics of the sea bed, such as slope, roughness as well as the sea depth, were assumed. Here are
exemplary findings for two different kinds of the sea bed:
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Fig. 1. Aerosol emission flux for a constant sea bottom slop (tan a = 0.026) (a), (tan a = 0.065) (b)

Fig. 1a refers to the gentle slope of the sea bottom, i.e. tan a. = 0.026, whereas Fig. 1b to the slope where tan o =
0.065. The graphs indicate that the emission flux is greater for the steep bottom. In Fig. 1b the maximum value is
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twice as great as in Fig. 1a. The average emission flux for the tangent of the angle of the sea bottom’s slope of
0.026 is 40.8 ugm™s™', whereas for the tangent of the angle of the slope 0.065 is 30.4 ugm™*s™' . Hence the

steeper the sea bottom’s sloppier the greater are the values of the emission flux in its maximum, however the
emission from the entire coastal zone is lower at the same time.

Also real sea bed profiles were used to determine the bed’s influence on the aerosol emission in coastal zones. The
date came from the international experiments BAEX (Lubiatowo station, Poland) and TABEX (Prerija station,
Lithuania). The real-sea-bottom-related experiments proved the theoretical analysis, and led to the interesting
following conclusions:

o the slope of the sea bottom within the coastal zone has decisive effect on aerosol emission; the steeper the slope
of the sea bottom the smaller values of the emission from the coastal zone

* the total emission from the coastal zone is higher from over the bottom of the smooth profile than from the
rough bottom. The bigger the amplitude of the sea bottom the smaller is the total emission and the average value
of the emission from the coastal zone;

e local values of the aerosol emission flux behave reversely to the total emission; the maximum values of the
emission flux occur where there is maximum shoal. The steeper local slope of the sea bottom the bigger are the
values of the maximum emission flux;

e the emission flux does not depend on boundary condition at the deep water and is entirely determined by the
depth in the shallower - active part of the zone;

o for each wave size outside the coastal zone there is such an area, within the zone, from which the emission will
not increase despite the general increase in the undulating. This means that the width of the wave breaking zone is
a parameter which accurately describes the quantity of aerosol emission from the coastal zone.
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INFLUENCE OF SEASONAL RIVERINE INFLOWS ON THE BALTIC WATER
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Mean monthly riverine inflows into the Baltic in the period 1901 - 1990 have been compiled from source data
taken from hydrometric readings. The few figures missing from the early decades of this century could be
calculated using correlation analysis since the outflow of the rivers in question were very strongly correlated. The
fundamental statistical characteristics were calculated for the measurement series obtained and were subsequently
subjected to stochastic analysis. The riverine inflow was shown to affect the volume of water in the Baltic and the
mean Baltic Sea level. According to the calculations, the mean monthly riverine inflow was 37.1 km®; the
variability of the inflow was characterised by a standard deviation of 13.4 km®, which corresponds to a change in
the mean Baltic Sea level of 9.5 cm and a deviation of 3.4 cm. However, the spectral characteristics demonstrate
that the Sa and Ssa periods, dominant in the periodic structure, display considerable phase shifts with respect to
variations in the Baltic water volume. For this reason, the linear correlation coefficient of the two data series is not
significant. Calculations of the autospectrum have shown that the series in question displays a very strongly
marked annual period, followed by much weaker and gradually subsiding periods due to the harmonic components
of the fundamental annual period. Comparison of the mean monthly data on the variability of the Baltic water
volume with the riverine inflow shows very clearly that the mean volume flowing into the Baltic is almost equal to
the variability of the volume of water in the basin. However, the substantial phase shift means that there is no
direct, linear, temporal dependence between the two data series. Computations were also performed on the basis
of parametric stochastic processes in order to determine whether it would be possible to forecast the mean monthly
inflow of freshwater into the basin and to define the autoregressive features of the phenomenon. The practicability
of ARMA(L,1), ARMA(2,1) and AR(m), n=1,....., 20 processes was tested. All the parameters were calculated
using the maximum likelihood method. Application of the Akaike test and diagnostic computations have shown
that the AR(15) process is an optimum approximation of this series. It should be noted that the autoregressive
coefficients of the process cover a period of one year and the shorter oscillations indicated in the periodic
structure. A forecast with a lead time of one time step reduces the persistence forecast by 24%, and displays other
characteristics of the parametric stochastic process applied here.
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Determination of land surface parameters from SSM/I
passive microwave brightness temperatures with a surface
emission model
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The knowledge about the distribution of soil moisture and vegetation parameters
is extremely important to drive and validate numerical models on all spatial sca-
les. Because of the lack of in situ measurements we need satellite data to obtain
a full area coverage. Microwaves form the only portion of electromagnetic waves
that allow truly quantitative estimates of soil moisture using physically based
models. Unfortunately the only satelliteborne sensor in space (SSM/I: Special
Sensor Microwave /Imager) operates at frequencies exceeding 19 GHz, which are
not very well suited for soil moisture estimation, since vegetation tends to at-
tenuate the radiation emitted from the soil at frequencies higher than 5 GHz.
However, SSM/I brightness temperatures form a unique 10 year global data set.
Timeseries for 1989 for 19 GHz polarisation difference [PR = %% show
strong -annual cycles with different amplitudes. Radiative transfer simulations
with a surface emission model suggest that they are related to changes in vegeta-
tion cover and water content. Variability on shorter timescales is investigated for
May and June 1993. For this period REMO forecasts and in situ measurements
are used to determine the soil moisture index API (antecedent precipitation in-
dex). Timeseries for 10 climatological stations of the German Weather Service
show trends comparable to those in 1989. Correlation between PR and the API
vary between .59 and .7 for five stations, at four stations the timeseries show the
expected shape with a decrease in PR when the soil dries up.
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THE ODRA FLOODING EVENT 1997:
CHARACTERISTIC OF THE PROCESS OF RISING AND DEVELOPMENT AND
ANTI-FLOOD MANAGEMENT

Alfred DUBICKI
Institute of Meteorology and Water Management, Wroclaw

1. Introduction

Floods on The Odra river are a natural event and occurred in far and near past. Reliable information comes from
the beginning of 19th century, when systematic meteorological observations, as well as water level in rivers
started. According to available information large floods on The Odra river and its side streams occurred quite
frequently, among others in 1816, 1838, 1854, 1870, 1903, as well as in 1958, 1977, 1981 and several on smaller
scale. This year flood on The Odra river and some of its side streams was larger than any one before.

Flood in July 1997, particularly in the upstream part of The Odra and Nysa Klodzka characterised with
exceptionally rapid rise of water level. On The Odra, its upstream side streams as well as Nysa Klodzka with
side streams, culminating water levels and flows exceeded all previously noted absolute maximums. The
situation in the middle part of The Odra was worsened by risen water levels in its side streams.

2. Analysis of hydrological and meteorological conditions

A factor influencing somehow the scale of the flood was the limitation of soil retention capacity in the period of
time before the flood. Several days before the flood there were intense rains of 10,0 to 40,0 mm and locally over
50,0 mm. In the middle part of The Odra basin the rains were smaller.

The direct reason for the occurrence of rains in the scale not encountered before were the rains related to a low
pressure system, which occurred on July 4th with the centre east of Poznan. In next days this low pressure
system gradually but systematically expanded.

Warm and very humid tropical air has flown over the Central and Eastern Europe, while cool polar sea air has
flown from the north west over Western Europe and Poland. Advection of coolness covered several kilometres
thick layer of atmosphere.

On July 7th frontal occlusion slowly passing from Poland over the Czech Republic arrived over the Sudety
Mountains, causing an increase in atmosphere instability and increase of cloud thickness to 12 km. In connection
with the orographic factors this front caused the occurrence of very strong rains with varying and very high
intensity.

3. Atmospheric precipitations between July 5 and 9 1997

‘The rainfalls, which were the direct cause of the flood started on July 5th, 1997 at 16.00 to 19.00 on the area of
upper Odra and between 20.00 and 22.00 in the basin of Nysa Kiodzka, lasting constantly 60 to 70 hours, i.e.
about 3 days and nights, about 24 hours longer in the basin of the upper Odra and Olza - till July 9th. They
covered fully the basin of upper and middle Odra, upper Warta and upper Vistula. The centre of rainfall field
was located in the area of the upper Odra and eastern part of Nysa Klodzka basin, covering an extended area
south-east of Beskid Wysoki, through Wysoki Jesenik and Niski Jesenik, Snieznik Klodzki massif to Sowie
Mountains. The area covered by very intensive rainfalls was about 12 thousand sq.km. In the remaining part of
the Odra basin the level of rainfalls was 2-3 times lower. The average intensity of the strongest rainfalls was 7
to 10 mm per hour and maximum up to 30 mm/h. During the period of 5 days (05-09.07.97) the highest sums of
rainfalls were:

a) In the basin of upper Odra on Lysa Hora (CR) - 586 mm (06.07-234 mm); Sance 617 mm (06.07 - 230mm).
b) In the basin of Nysa Klodzka in Migdzygoérze station (Poland) 455 mm (06.07- 200 mm) and Kamienica 484

mm (6.07 - 180 mm).

For all measuring stations in the river basin of upper and middle Odra, the measured heights of rainfalls were
150 - 250 % of the standard for average sums of rainfalls for July of the 1961-1990 period. Over 250 % of the
standard, locally up to 300 %, was observed in the eastern part of Nysa Klodzka basin in Migdzygoérze (347,2
%), Kamienica (241,1 %) and Stronie Slaskie (296,7 %). Particularly high indexes 403,9 % and 368,3 % were
-observed in the basin of Biata Gluchotaska in the Czech Republic in the measuring stations Zlote Hory and
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Jesenik. In northern and western directions the height of rainfalls dropped and the indexes of rainfalls, apart of
stations in the area of upper Bobr basin (150-250 %), were within the range of 50-100 %.

4. Formation and developing of the flood wave

Water freshet in mountain side streams, both in Czech Republic and in Poland, started several hours after the
beginning of the rainfall, while in the limit profiles of the Odra the freshet occurred after 10 hours.
- In Nysa Klodzka basin, due to very steep terrain drops and exceptionally high intensity of rainfalls (10-25
- mm/60 min) this time was significantly shorter.
- Concentric system of upper Odra side streams results in cumulating of the risen waters of side streams in the
- centre of the valley near Ostrava. In July 1997 all side streams rose simultaneously, however in the formation of
~ the culminating flood wave in the upper Odra, due to the water management in retention reservoirs and spatial
- distribution of rainfalls, the main role was played by the waves of upper Odra and Opava. The waves of these
- rivers overlapped in the culminating phase, giving a high wave in Bohumin, corresponding to the state of 660
- cm. The next stage of development of Odra wave occurred in the area of inflow of Odra right side stream river
- Olza. High flows of its ascending part caused further development of the Odra wave, which achieved a flow rate
~ 0of 2700 cu.m / s. The flood wave formed in the upper part of the Odra reached the level of 1045 cm on the
- indicator in Miedonia. A characteristic feature of the Odra flood wave in its upper part (Bohumin, Chatupki,
- Miedonia) was a rapid water freshet, which reached 400 cm within less than 12 hours. Water level indicators
- from Chatupki to Nysa Klodzka outlet were flooded (Fig. 1).
- The wave moving along the river bed develops further at the inflow of Nysa Klodzka to Odra. Risen waters of
- this side stream (including the release from the Nysa reservoir 1500 cu.m/s), overlapped on the ascending part of
| Odra wave. The process of overlapping of flows, culminating one of Nysa Klodzka and high flow of the Odra,
| caused also the acceleration of the Odra wave in Brzeg (Gorny) - Most, Otawa and Wroctaw by about 20 hours.
. Side streams: Otawa, Sl¢za, Bystrzyca and Widawa, as well as Kaczawa, Barycz, Bobr and Nysa Luzycka in the
. outlet sections culminated several days earlier, preceding the main flood wave passing along the Odra. They
- were very significant, because they largely filled the retention of the river. The enormous flood wave moving
along the Odra river bed was subjected to the flattening process to a much less degree than it should have been.
Occurrence of rainfalls in the period of 17/18 - 21/22.07 caused the next rising of waters both in the upper Odra
and its side streams. The main centre of rainfalls this time was located in the area of Central and Western Sudety
Mountains. These precipitations caused the second wave on the Odra river and its side streams, which joined
with the first one, creating a wave with the length of 150 - 200 km. The flood wave at the whole length of the
Odra exceeded all previous absolute maximums observed in 1813, 1854, 1903, 1938, 1977 and 1985.

5. Evaluation of freshet height

The size of 